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Abstract

Perishability, a largely unconsidered characteristic of consumer goods, is shown to play an important role in planned multistore shopping behavior. We present a model of consumers as cost minimizing inventory managers, who choose between two stores differentiated on location and price, and who purchase perishable and nonperishable goods. We show that the interaction between perishability of goods and price differences of stores can be an important driving force for planned multistore shopping. This rationale leads to a set of propositions. One unexpected result is that as the known price difference on a basket of identical goods increases between two stores, shoppers making store choice decisions on the basis of the basket price are more likely to shop regularly at both stores. We present survey results supporting our model’s predictions. © 1999 Elsevier Science Ltd. All rights reserved.
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1. Introduction

The majority of consumers shop regularly at more than one retail grocery outlet (Arnold et al., 1983; Hortman et al., 1990; Kahn and Schmittlein, 1992; Uncles and Ehrenberg, 1990; Urbany et al., 1996), yet our understanding of why this important behavior occurs remains limited. Store-switching in response to promotions, as is shown in studies of cross-store price elasticities (Kumar and Leone, 1988; Walters, 1991), as well as observational studies (Mulhern and Padgett, 1995) can have an effect, but its magnitude is too small to explain the majority of multistore shopping (Urbany et al., 1996). While the prevalence of one-stop shopping due to broad supermarket assortment has increased dramatically over the last few decades (Messinger and Narasimhan, 1997), the “one-stop” continues to be made at more than one supermarket.

Complicating the issue is the fact that, while consumers may not have accurate price knowledge of individual brands even immediately after purchase (Dickson and Sawyer, 1990), they do have good knowledge of the relative price levels across stores (Urbany et al., 1996). Similarly, consumers consistently identify price as a major factor in grocery store choice studies, and have little difficulty in identifying stores with overall low prices (Arnold, et al., 1983; Hortman et al., 1990; Louviere et al., 1996). Widespread consumer knowledge of overall relative prices and the importance of overall price in store choice, coupled with limited across-store shopping for specials, suggests that many consumers plan their shopping trips to stores on the basis of their expectations of the long-run relative price of a shopping basket of goods, rather than on the basis of current promotions. Why would a knowledgeable consumer, who makes store-choice decisions on the basis of the long-run price of a basket of goods, engage in regular and frequent multistore shopping,\footnote{A trivial possibility is that, even in the long run, different stores provide better deals on different products, and consumers learn these differences—they “cherry-pick” on the long-term differences. Aside from triviality, this has obvious problems with face validity, and we are careful to preclude this possibility in our modeling.} rather than simply patronizing the store that provides the best average prices for the desired basket of goods?

One possibility is suggested by the multipurpose shopping literature (e.g., Ingene and Ghosh, 1990), where...
spatial shopping models produce planned normative one-stop shopping to different locations on different trips. The different centers in their model, however, do not sell identical assortments. Different assortments may be sufficient to drive some multistore grocery shopping, but the assortments offered by competing grocery stores largely overlap. Is one-stop multistore shopping ever optimal when competing stores carry identical goods?

In this research, we provide a normative rationale for one-stop multistore shopping that helps answer the preceding questions, and that is, we believe, intuitively appealing. Our analysis, like Messinger and Narasimhan (1997) and Ingene and Ghosh (1990), deliberately abstracts from short-term effects such as cherry-picking and forward buying, to concentrate on long-term decisions. It hinges on the structure of consumers' inventory costs differing between perishables and nonperishables. Household disincentives for purchasing large quantities of nonperishables arise mainly from transport and storage space limitations. Stockpiling costs are thus increasing in quantity purchased per trip, and can be traded off against time-average trip costs, which are decreasing in quantity purchased per trip. Perishables, on the other hand, will suffer spoilage and any amount that cannot be consumed before spoilage must be disposed of. Avoiding such loss is the main constraint on stockpiling of perishables, and this cost cannot be traded off against trip costs. It is surprising that the role of perishable goods in consumer store choice has received very little attention from marketing academics, considering the importance of perishables to grocery retailers. For example, of the 389 billion dollar US grocery market, 47% is spent on perishables, and 29% on dry groceries, with the balance on nonfood items (Supermarket Business’ September 1996 Consumer Expenditure Survey).

Our approach is to develop first an analytic model of store choice for cost-minimizing consumers. Given a discount store and a regular store selling identical perishable and nonperishable products, differentiated only on location and price, we find analytic expressions for optimal store choice, trip frequency, and quantities purchased, for three patterns: shopping at only the discount store, only the regular store, or both. We follow this with across-pattern numeric analyses to study which optimal pattern will give the lowest cost as exogenous factors (price differentials and storage costs) vary. The focus is to identify the factors that favor two-store shopping, and to analyze the model implications for market share response to price and consumer stockpiling costs.

We also use the theory to generate new predictions with which to challenge the model. One unexpected result is increasing returns to scale in price differences between the stores: at small price differences, the market share of the discount store is roughly linear with price advantage; however as the price advantage increases, the discount store's share increases more than proportionally over a broad range, until it is near 100%. Another interesting consequence of considering perishability is that the shorter the lifetime of the perishable good, the less impact a discount store has on a regular price store. Marketing programs which attempt to increase consumer sensitivity to freshness, and hence decrease effective lifetimes of perishable foods, may therefore help the regular store.

Conversely, while increasing the shelf life (by means such as producing new hybrid varieties of produce) helps both stores while the good is in the store, it hurts the regular store more once the good is on the consumer's shelf.

A recent Wall Street Journal article discussing supermarket response to the success of the discount supercenters, states that "playing off a perceived weakness of supercenters, [supermarket chains] are also promoting the quality and freshness of their perishables" (Coleman, 1997). Our research helps to understand the demand-side factors contributing to the discounters’ weakness. The model implies that, all else equal, discounters will capture a larger market share in nonperishables than in perishables. This natural relative strength in nonperishables could easily lead to further neglect of perishables.

Data to substantiate market share effects, such as increasing returns and share differences between perishables and nonperishables, are difficult to find. We provide anecdotal evidence consistent with increasing returns, however. Building on model results, we also generate propositions about grocery shopping behavior at the consumer level. We conduct a field survey to test these propositions and find strong support for our analysis.

This work draws on research in three areas: multipurpose shopping, consumer stockpiling in response to promotions, and inventory control theory.

Multipurpose shopping: Multipurpose shopping refers to the observation that consumers will make a single trip to a central location to purchase more than one good or service, resulting in retail agglomeration. The cost minimization framework has been used to show explicitly how qualitatively different kinds of retail centers might arise (e.g., Bacon, 1984). The model developed in this research is similar in spirit to the multipurpose shopping literature in that consumers are assumed to make a choice on the basis of cost minimization over transportation, inventory, and price costs. We build on previous work (e.g., Ghosh and McLafferty, 1984; Ingene and Ghosh, 1990; McLafferty and Ghosh, 1986) by modeling the case where two goods are offered in different locations. We depart from this work, however, by allowing
each outlet to offer both goods, rather than each outlet offering only one good, and by allowing the outlets at different locations to charge different prices. This is because our focus is on shopping behaviors when stores are differentiated by price and location, rather than on agglomeration issues that are the focus of the multipurpose shopping models. The difference in focus becomes apparent when comparing our work to Bacon (1984), who also analyzes shopping behavior when quantities, trip frequencies, and purchase location are endogenous. While he allows price differences between centers, he only solves the two-good, two-center problem for a constant value constraint, which renders the total cost independent of prices, and sets market boundaries equidistant from different-price stores; and he solves the quantity constrained problem (where price differentials matter) only for the one-good, two-center case. This is sufficient for his purposes of addressing how different purchase frequencies can arise for diﬀerent goods, which in turn can lead to hierarchical agglomeration, or central places. We study the more complex combined problem of constant consumption rates (a quantity constraint) in the two-good, two-center case, because we do not expect total costs or shopping boundaries to be independent of price, and because we are interested in the situation where stores sell an identical assortment of goods.

Most importantly, we also diﬀerentiate the two goods by their inventory cost structure, to reﬂect the diﬀerences in how perishables and nonperishables must be handled by consumers. Multipurpose shopping models, in contrast, usually use a simple and tractable interest expense component (or, in the case of Lentnek et al., a depreciation loss) to model inventory costs.

Promotion and stockpiling: Previous work on the relation between consumer stockpiling and promotions establishes the value of normative inventory control models in consumer shopping (for a review of the promotions literature, see Blattberg and Neslin, 1993). Recent examples are Meyer and Assuncao (1990) and Krishna (1994) who derive implications for promotions assuming consumers behave as inventory managers, and who also provide empirical evidence that this is a reasonable model of shopping behavior.

Inventory Control: The situation modelled falls into the class of joint replenishment problems (JRP), which “is among the most studied of inventory problems” (Atkins, 1993) (see Muckstadt and Roundy (1993) for a survey of this literature). Joint replenishment refers to the problem of maintaining inventory of more than one good, when there is the possibility of reducing replenishment costs by ordering the goods simultaneously. Here, the joint cost is the transportation cost.

The form of the perishability costs, as described below, is taken from the literature on perishable goods replenishment policies (see Nahmias, 1982, for a review).

2. Model development

Supply characteristics — goods, stores, and prices: Two goods, one perishable and one nonperishable, denoted by subscripts 1 and 0, are available to consumers. Each of the two goods is available at two stores, differentiated by price and location. For expositional clarity we label the stores discount and regular, with subscripts d and r. Thus, there are four prices: P_{1,d}, P_{1,r}, P_{0,d}, and P_{0,r}.

Demand: Each of the two goods are consumed at the constant rates D_{1} and D_{0}. Also, since the consumer never goes hungry, no consumer stockouts are allowed.

Consumer cost structure: Consumers minimize long-run average costs over an infinite horizon. Total costs consist of trip costs C_{t}, plus inventory costs C_{n}, plus the price of the goods C_{p}.

Trip costs, for each consumer, consist of a fixed amount c_{t} or c_{d} incurred for each trip to the regular or discount store.

Inventory cost structures differ for the perishable and the nonperishable good. Consumers have quantity-dependent instantaneous storage costs s\cdot Q_{1}(t) for the nonperishable good, where s is the cost per unit quantity per unit time, and Q_{1}(t) is the quantity of the nonperishable good on hand at time t. This formulation is consistent with recent conceptualizations of consumer disincentives to purchase large quantities of nonperishables, such as Krishna (1994), where quantity-dependent holding costs for consumers are used. It is also empirically supported by Raju (1992), who showed that, while the relationship between (nonperishable) category expensiveness and sales variability was not statistically significant, bulky categories had signiﬁcantly lower variability. Thus, stockpiling disincentives are more due to quantity than price—intuitively, consumers care mainly about the space taken up by the goods. The parameter, s, will of course depend on previous investments in capacity, but the capacity decision is a one-time decision prior to, and therefore beyond the scope of, our problem.

An amount Q_{0} of the nonperishable purchased and immediately consumed at the constant rate D_{0} will have a storage cost:

\[
\int_{t_{0}}^{t_{n}+Q_{0}/D_{0}} s(Q_{n} - D_{0}t)dt = \frac{sQ_{0}^{2}}{2D_{0}} \\
= \frac{sQ_{0} \Delta t}{2} = \frac{sD_{0}(\Delta t)^{2}}{2}
\]

Following the OR literature on inventory management of perishables (e.g., Nahmias, 1982), the perishable

3 The assumption is that sales variability is at least partially reflecting stockpiling in response to price changes. If consumer stockpiling costs are related to the money invested in the goods, variability should be related to expensiveness. If the costs are related to quantity purchased due to storage limitations, variability should be related to bulkiness.
good has a lifetime \( \Delta t_e \) after purchase, and incurs an inventory cost equal to the price paid for any quantities that expire before they are consumed, and must be disposed of. Because our interest is in the consequences to shopping patterns of the unique characteristics of perishables, we ignore their quantity-dependent storage costs. It can easily be shown that when a single good has both types of costs, either one or the other will control shopping frequency. In other words, the consumer will replenish a perishable good at periods equal to the lifetime of the good unless quantity-dependent storage costs are sufficiently high to shorten the shopping period. Abstraction from quantity-dependent costs implies that perishability costs always dominate. In the case where storage costs control the perishable purchases, the problem becomes a simpler one of two nonperishables.

Consistent with much of the literature, the time value of money is assumed negligible compared to other costs.

### 2.1. Decision variables and solution method

The consumer decides when to shop at which store, and how much to buy of each good. We formalize the decision by identifying shopping patterns, or sequences of visits to the stores (for example the sequence “(1) discount, (2) regular, (3) regular, (4) regular, (5) discount”) and associated sequences of types of good purchased (for example, “(1) perishable and nonperishable, (2) perishable, (3) perishable, (4) perishable, (5) perishable and nonperishable”). For the \( i \)th visit to the discount store and the \( j \)th visit to the regular store, we optimize over purchase quantities \( Q_{d,i}, Q_{r,i}, Q_{p,d,i}, Q_{p,r,i} \) and trip timing \( t_{d,i} \) and \( t_{r,i} \). The infinity of possible shopping patterns, each with its own unique cost structure, poses a major problem in optimization. Krider (1993) shows that only 6 possible optimal patterns exist.\(^4\) Shopping exclusively at one store or the other accounts for two patterns. A third involves shopping for both perishables and nonperishables at the discount store at regular intervals, with fill-in trips for the perishable alone at the regular store. For example, the customer might make a monthly trip to a distant discount store to purchase one month’s supply of spaghetti and one week’s supply of tomatoes, and then make weekly fill-in trips to a nearby regular supermarket to restock tomatoes. The final three theoretically possible patterns are two-store patterns, but all involve making fill-in trips for the nonperishable only, at the regular store. In the interest of tractability and interpretability, we abstract from these final three patterns, noting that this may slightly underestimate the extent of multitstore shopping. We also note that it seems unlikely that a significant number of consumers would use such two-store patterns as part of planned long-term shopping strategies in any realistic shopping environment.

The three patterns of interest determine six (perishability constraint binding and nonbinding for each pattern) cost functions, which are minimized over the decision variables. For any set of parameter values, the smallest of the six minimal cost functions determines the optimal pattern, the pattern used by the customer facing those parameters. To determine when a customer changes shopping pattern with a change in any model parameter, it is then necessary to find the parameter value that gives the 5 possible intersections between this cost function and the other five minimal cost functions, and determining which of these intersections occurs at the lowest cost.

Notation is summarized in Table 1. All parameters are positive real. Quantities are non-negative real.

### 3. Optimal policies

#### 3.1. Shopping at one store only

If the parameters are such that consumers only frequent one store, the solution to the problem is straightforward. A controlling constraint is the “perishability constraint”,

\[
\Delta t_i \leq \Delta t_e
\]

which states that the purchase interval cannot exceed the lifetime of the perishable good. It can easily be shown that a trip will only be made when both goods’

<table>
<thead>
<tr>
<th>Subscripts:</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n ): non-perishable</td>
</tr>
<tr>
<td>( p ): perishable</td>
</tr>
<tr>
<td>( r ): regular (expensive) store</td>
</tr>
<tr>
<td>( d ): discount store</td>
</tr>
<tr>
<td>( i ): visit index to discount store</td>
</tr>
<tr>
<td>( j ): visit index to regular store</td>
</tr>
</tbody>
</table>

| \( Q_{n,d} \), \( Q_{n,r} \), \( Q_{p,d} \), \( Q_{p,r} \): quantities of each good purchased at each store (time subscript omitted) |
| \( P_{n,d} \), \( P_{n,r} \), \( P_{p,d} \), \( P_{p,r} \): prices of each good at each store |
| \( t_{d,i} \), \( t_{r,j} \): time of \( i \)th (\( j \)th) visit to each store |
| \( \Delta t_{d,i} \), \( \Delta t_{r,j} \): time intervals between purchases |
| \( D_n \), \( D_p \): consumption rate of each good |
| \( \Delta t_e \): time between purchase and expiry of perishable good |
| \( s \): instantaneous storage cost of non-perishable good |
| \( e_d \), \( e_r \): trip cost to each store |
| \( C_t \): long-run average trip costs |
| \( C_s \): long-run average storage costs |
| \( C_p \): long-run average price costs |
| \( C_t \): total long-run average costs |
inventories have just reached zero ("zero inventory condition"), and that both goods will be purchased on each trip. Therefore, there is only one shopping pattern, with one associated cost function to be minimized. As the basic solution is the same for both the discount and regular stores, we temporarily drop the store subscripts. The optimal quantities and purchase intervals are

\[
Q^*_n = \min \left( \frac{2cD_n}{s}, D_n \Delta t_e \right),
\]

\[
Q^*_p = \min \left( D_p \frac{2c}{sD_n}, D_p \Delta t_e \right),
\]

\[
\Delta t^*_e = \min \left( \frac{2c}{sD_n}, \Delta t_e \right).
\]

In other words, either the storage cost of the non-perishable good or the expiry time on the perishable will govern the repurchase cycle. The perishability constraint binds when

\[
\frac{2c}{sD_n} \geq \Delta t_e.
\]

Thus, shopping intervals controlled by expiry time of perishables are more likely with high trip costs, low storage costs, low consumption rates, and short product lifetimes. The minimal costs (we abstract from the price costs here since they do not affect the consumer's decision when only one store is shopped at) in the binding and nonbinding cases, respectively, are

\[
C^*_b = c \frac{c}{\Delta t_e} + \frac{sD_n \Delta t_e}{2},
\]

\[
C^*_n = \sqrt{2sD_n} c.
\]

3.2. Optimal policy when both stores are visited

The optimal shopping pattern in this case is periodic, with period \(\Delta t_{e,d}\), illustrated in Fig. 1. This represents, for example, purchasing several weeks supply of spaghetti and one week's supply of tomatoes at the discount store, and then restocking the tomatoes several times at the regular store.

The optimal shopping pattern for a consumer is found by solving the following problem:

\[
\text{Minimize } C
\]

\[
Q_{n,d}, Q_{p,d}, Q_{p,r}, m
\]

where minimization is over quantities, and \(m\), the number of trips per period to the regular store, subject to the perishability constraints,

\[
\Delta t_{p,r} \leq \Delta t_e
\]

\[
\Delta t_{p,d} \leq \Delta t_e
\]

4. Two-dimensional trading areas and market shares

We next study a numerical example of the consequences of the model for the shopping behavior of spatially heterogeneous customers, and the resulting market areas of the two stores. In the absence of information on other customer-related parameter values, trip costs based on distance can provide a first approximation of market areas, assuming customers are homogeneous on other parameters.

In particular, assume trips costs are proportional to the Euclidean distance between the customer's household and the store. For the regular store:

\[
c_r = \tau \sqrt{(x - x_i)^2 + (y - y_i)^2}
\]

where \(\tau\) is the sensitivity to travel in dollars per kilometer, the customer is located at \((x, y)\), and the store at \((x_i, y_i)\). The expression for the discount store trip cost is similar.
Table 2 shows the base case parameter values, which are systematically varied in subsequent calculations.

The households represented by these parameters would spend $100.00 per week if they shopped exclusively at the regular store, and $80.00 per week if they shopped exclusively at the discount store. Travel costs can be compared to these savings: a difference in 1 km. to the stores means a savings of $4.00. Storage costs of $2 per unit per week appear relatively small by comparison, but since they are quadratic in quantity purchased, they can readily become meaningful. For example, if the customer stocks up on 4 weeks supply, the storage cost will be $16.00 for that purchase. A lifetime of 1 week seems reasonable for many vegetables and dairy products. The consumption rates are fixed at one unit per week, and are essentially scaling parameters. Alternatively, one could think of the above parameters as representing some average of all perishables and all nonperishables purchased by the household. The point is to illustrate the nature of shopping behavior and trading areas that emerge from modeling perishable and nonperishable stockpiling costs, along with the more conventional price and transportation costs.

The parameter values are used to evaluate the optimal (over quantity) cost functions derived in the last section. The smallest of these functions at each point in the plane determines the shopping pattern at that point. These calculations (which are straightforward, but tedious, and therefore not reproduced here) allow us to describe the shopping behavior in the plane in some detail (see Fig. 2). There is a tiny region immediately around the regular store that is its exclusive market area. At about one-quarter of a kilometer away, shopping behavior switches to a two-store pattern with all nonperishables purchased at the discount store, and with 4 fill-in trips for perishables at the regular store. Towards the discount store, the behavior goes through progressively fewer fill-in trips, until eventually shopping is done only at the discount store.

From these market areas, market shares can be calculated from a given population density distribution. For illustration, assume that the city is the twenty by twenty kilometer square area that has been plotted, and that the population is uniformly distributed up to the boundaries of the city, and zero outside the boundaries. The regular store’s share of nonperishable sales is 0.03%, and the discount store’s share is 99.97%. The discount store captures 71.86% of the perishables, and the regular store has a 28.14% share.

The model has two parameters under the control of management: price and store location. Price, of course, is a much shorter term strategic variable, and it is interesting to see what happens to the market areas as the price difference changes. Reducing the price difference to 10% gives the trading areas shown in Fig. 3. The regular store now has a large market area exclusively its own. The mixed behavior is confined to a narrow region between the two exclusive areas. The regular stores’ nonperishable share has increased from near zero to 36.6%, and it’s perishable share from 28 to 40.5%. Changing the price difference between stores from 20 to 10% affects the share of nonperishables much more than perishables.

---

5 The detailed calculations are available from the authors.
If we increase the price difference beyond 20%, the regular store no longer has any exclusive shoppers, and will sell no nonperishable goods. Together, these results give a sense of how shopping patterns and shares change with price differences. We next investigate in more detail the impact of price differences, nonperishable storage costs, and perishable lifetimes, on shopping behavior.

Figs. 4 and 5 show the percentage of the customers in the city who engage in each of the three main types of shopping behavior, as a function of price difference. Fig. 4 also shows how this function depends on nonperishable stockpiling costs, and Fig. 5 shows the dependency on perishable lifetimes. From both figures, as the price difference increases, the number of discount-only shoppers increases linearly, as some shoppers who previously shopped at both stores now find it optimal to shop only at the discount store. At the same time, a switch from regular-only shoppers to both-store shoppers occurs. This latter switch occurs more rapidly than the former, so that the number of two-store shoppers increases as price differences increase. The increase continues until all regular-only shoppers have switched to two-store shopping. The only effect of further increases in price difference is that two-store shoppers switch to discount-only shopping, so that the number of two-store shoppers gradually declines. We expect to actually observe very little, if any, of this limiting consumer shopping behavior, since it implies that there are no regular-store-only patrons, and that the regular stores sell no nonperishables, neither of which has face validity.

The number of regular-store-only customers (solid line in Figs. 4 and 5) increases, and the limit of no exclusive customers is reached at a higher price difference, with increasing storage costs (Fig. 4), and with decreasing perishable lifetimes (Fig. 5). The number of two-store shoppers correspondingly increases with increasing storage costs (Fig. 4), until the limit of no regular-store

Fig. 3. Shopping patterns in the trade area when the price difference between stores is reduced to 10% (from 20% in Fig. 2). About 40% of the customers shop exclusively at the regular store, and two-store shopping is confined to a narrow strip between the two stores.

Fig. 4. The effect of price difference and non-perishable storage costs on the proportion of consumers engaging in each of the three types shopping pattern: those shopping exclusively at the discount store (dashed lines), exclusively at the regular store (solid lines) and those engaged in multistore shopping (dot-dash lines). For any price and storage cost, these three total 100%. When there is no difference in price, only single store shopping occurs: the regular store (solid lines) and discount store (dashed lines) split the market. With small price differences, regular store shoppers switch to two-store shopping (dot-dash lines). As the difference increases, the two store pattern rapidly takes over all of the regular store’s exclusive customers, while a few of the two-store shoppers (those furthest from the regular store) slowly switch to discount-only shopping. As the nonperishable storage costs increase from $s = 1$ (the diamond marker), to $s = 4$ (the circle marker), the process of switching from regular-only to two-store patterns is inhibited; these storage costs, however, have little effect on the proportion of discount-only shoppers.
shoppers is reached, at which point storage costs no longer have an effect. The effect of perishable lifetimes on the two-store shoppers is somewhat different. Since decreasing perishable lifetimes causes discount-only shoppers to switch to two-store shoppers at nearly the same rate as two-store shoppers switch to regular-only, there is very little effect of perishable lifetimes on the number of two-store shoppers, until the limit of no regular-store shopping is reached. We summarize the impact of the three parameters on the three types of shopping behavior, in the cases when all three are possible (and in particular, when there are some regular-only shoppers) in the following three results.

**Result 1** *(Perceived price differences and shopping behavior).* As perceived price differences between stores increase, the major effect is that the proportion of regular store shoppers decreases, and the proportion of two-store shoppers increases. The proportion of exclusive discount shoppers also increases, but at a much lower rate: most of the action involves switching between regular and two-store shopping.

**Result 2** *(Nonperishable stockpiling costs and shopping behaviour).* As storage costs increase, the proportion of regular-only shoppers increases, and two-store shoppers decreases. The effect on proportions of exclusive discount shoppers is negligible.

**Result 3** *(Perceived perishable lifetimes and shopping behavior).* As perceived perishable lifetimes increase, the proportion of discount-only shoppers increase, and regular-only decrease. The proportions of two-store shoppers show small and inconsistent effects.

Figs. 4 and 5 and the above results describe store patronage, but not what is purchased where. To highlight purchases, Figs. 6 and 7 show the discount store’s share of perishables and nonperishables (the regular store’s patterns are complementary). Fig. 6 shows shares as a function of price advantage for various values of s, the storage cost of the nonperishable. Fig. 7 shows the same for various lifetimes of the perishable good. If single store shopping is optimal for all consumers (i.e., no multistore patronage), as occurs at low price differences, shares of the two types of goods will be equal. For example, if the discount stores share of spaghetti is 55%, its share of tomatoes will also be 55%. The share difference between goods occurs when it is optimal for some consumers to shop at both stores, as occurs at higher price differences. In this case, the discount store’s share of tomatoes might be 75%, but its share of spaghetti could be 95%. The more consumers engage in multistore shopping for the reasons implied by this model, the greater the difference in the perishable and nonperishable market shares of the discount and regular stores. We can summarize the impact of price differences and perishability costs shown in these figures in the following two results.

**Result 4** *(Market share response to price differences).* (i) The nonperishable share exhibits strong increasing returns to scale with price advantage until share approaches 100%. (ii) The share of the perishable good is less sensitive to price advantage than the nonperishable good.

We have a positive second derivative in the response of share to price, *until the market is nearly saturated*. While
Fig. 6. The discount store’s share of both goods as function of price difference and non-perishable storage cost, with perishable lifetime fixed at $T = 1$. Non-perishable sales (solid lines) are much more sensitive than perishables (dashed lines) to price advantage (reflecting the shopping patterns shown in Figs. 4 and 5), and this sensitivity increases (circle to square to diamond markers on the solid lines) with decreasing customer storage costs. Perishable sales are not affected by non-perishable storage costs.

Fig. 7. The discount store’s share of both goods as a function of price difference and perishable lifetime, with non-perishable storage costs fixed at $s = 2$. The discount store’s share of perishables (dashed lines) is very sensitive to perishable lifetime. Interestingly, the non-perishable share is also affected by perishable lifetime, although not as strongly as perishable share.

S-shaped responses to marketing mix variables are not new, the convex portion is generally due to a threshold effect and hence confined to a much more restricted range. Here, the ability to stockpile amplifies the price–distance trade-off for consumers. Furthermore, without considering the impact of stockpiling on long-term store choice and shopping behavior, incumbents in a market with small price differences would only be aware of the linear portions of the response (the region at less than 5% in Figs. 6 and 7), and would have no reason to suspect increasing returns. In the face of the entry of a new cost-efficient discount retailer, these incumbents would reasonably project (intuitively or formally) the linear region, and hence would seriously underestimate the impact of the discount retailer’s entry. An example where this occurred is the entry of the Real Canadian Superstore (RCS) in western Canadian cities during the last decade. According to private communications with consultants and academics in Vancouver, Edmonton and Winnipeg, Safeway, the dominant and very sophisticated
Fig. 8. Weekly prices of a (approximately C$100) food basket, at IGA and Safeway (regular supermarkets), relative to the price at RCS, the discount retailer. (Week 1 = Jan 6).

The increasing returns effect offers an explanation as to why. (Safeway never regained the lost share, nor matched RCS’ prices). Our explanation of this surprise—as unawareness of the nonlinearity arising from the rapid increase in mixed store shoppers who stockpile nonperishables—requires price differences between RCS and the supermarkets that are substantially greater than price differences among supermarkets. Fig. 8 shows that this was indeed the case, with actual price differences very similar to the above scenario. On average, IGA and Safeway prices are within 2% of each other, while both average 18% above RCS. Projecting the linear region (i.e., at small price differences) of the response function (Figs. 6 and 7) would lead to a forecast of a much lower share for the new low-priced entrant than was actually achieved.

**Result 5** *(Share response to stockpiling costs)* (i) Consumers’ nonperishable storage costs have a large impact on the relative share of the nonperishable bought at the regular store vs the discount store, but a negligible impact on the relative share of the perishable. (ii) Increasing the lifetime of the perishable has a large impact on relative shares of both the perishable and nonperishable goods.

Result 5, besides noting the expected sensitivities of the goods’ shares to their own stockpiling costs, implies asymmetry of cross-effects of stockpiling costs: the stockpiling costs for nonperishable goods have little impact on shopping behaviors for perishables; the deterioration-related stockpiling costs for perishable goods, however, have a substantial effect on shopping behavior for nonperishables. Customer judgment of freshness is therefore critical. Technologies to extend the expiry time of perishable goods (such as new hybrid varieties of produce) to increase in-store shelf life, can help the discount store disproportionately if the expiry time is also extended in the consumer’s home. From the regular store’s perspective, decreasing the time the consumer is willing to store perishables can provide a defense against the discount store. This may be accomplished by strategies aimed at increasing consumer sensitivity to freshness.

---

9 For example, in the Vancouver area, market shares in 1996 were split approximately equally between traditional supermarket chains such as Safeway, and the newer discounters such as Real Canadian Superstores, but the regular supermarkets have more than three times as many stores as the discounters.

7 A related implication is that in a culture where freshness is valued very highly, it may be difficult for large discount formats to operate, even if they only handle non-perishables. See, for example, Marketing News, 1 August 1994, p. 1 for a discussion of Wal-Mart’s warehouse club joint venture in Hong Kong. The operation closed down in October 1997.
In terms of the amount of product purchased on each shopping occasion, an interesting result from our theoretical and numerical analyses is that only nonperishables bought at the discount store by two-store shoppers are very sensitive to travel time to the store. While one-store shoppers might be expected to increase the amount purchased as their travel time to the store increases, the perishability constraint puts an upper limit on the amount purchased per trip, and on the distance beyond which the quantity purchased will increase. Numerical analysis suggests that this distance is relatively small; that is, the trip frequency and hence quantities purchased are governed by the lifetime of perishable goods for most single-store consumers. By contrast, mixed-store shoppers, by increasing the number \( m \) of fill-in trips they make for perishables, can economically increase the amount of nonperishables purchased at the discount store on each shopping trip. This quantity can therefore be traded-off with travel costs for much greater distances (see Fig. 1).

**Result 6** *(Purchases per trip).* In discount stores, (i) the amount of nonperishable purchased will be related to travel costs, and (ii) the amount of perishable purchased will not be related travel costs. In regular stores, neither (i) the amount of nonperishable purchased, nor (ii) the amount of perishable purchased will be related to travel costs.

In the following section, we describe a shopping survey designed to test a subset of the above results.

### 5. Empirical results from a grocery shopping survey

#### 5.1. Empirical propositions

An initial motive for this research is to explain planned, long-term multistore shopping by consumers who have good overall knowledge of price differences among grocery stores, and who do not engage in short-term, opportunistic shopping (cherry picking). Our analytical results show that, even when the stores offer identical goods, even if there is no uncertainty either in prices to justify search, or in consumption to justify fill-in trips, and even if there are no promotions to encourage store switching, consumers may find it optimal to engage in planned, long-term, multiple store shopping when stores differ on prices and goods differ on perishability. We then predict how differences in customer characteristics should affect the likelihood of planned multistore shopping—if our model is a reasonable approximation of reality—in the form of results that can be used to challenge the theory. Results 1–3 are summarized in a testable form in the following proposition: \(^8\)

**Proposition 1** *(Multistore shopping).* The tendency to regularly patronize both discount and regular grocery stores increases with (i) greater perceived overall price differences between stores and (ii) lower storage costs; however, (iii) for any combinations of perceived price, perishable lifetimes, and storage costs where some customers shop only at the regular store, the tendency to shop at both stores is not affected by the perceived lifetimes of perishable goods.

We believe that none of these are intuitively obvious, and the first is arguably counter-intuitive if only conventional reasons for patronage of more than one store are considered. Specifically, the overall payoff from two-store shopping due to acquiring deal information, and thus getting better price deals, should decrease as the long-run shopping-basket price differences between stores increases. If the payoff decreases, multistore shopping behavior should decrease, rather than increase as our theory predicts. The second and third predictions have no obvious conventional counterparts.

The third prediction relies on regular stores having exclusive shoppers (and hence, selling nonperishables). This has strong face validity in our survey (see below). However, we can also check this requirement by examining the impact of the three parameters (price difference and the two stockpiling parameters) on the tendency to shop only at the regular store, because if the requirement is satisfied for most combinations of parameters that describe shoppers in our survey (and our theory is correct), we should see an effect of each of these parameters on the tendency to shop only at the regular store.

**Proposition 2** *(Regular-store-only shopping).* The tendency to shop at the regular store only increases with (i) greater perceived overall price differences, (ii) higher storage costs, and (iii) shorter perishable lifetimes.

Our final test is of Result 6 which, for convenience, we repeat as a Proposition 3.

**Proposition 3** *(Purchases per trip).* In discount stores, (i) the amount of nonperishable purchased will be related to travel costs, and (ii) the amount of perishable purchased will not be related travel costs. In regular stores, neither (i) the amount of nonperishable purchased, nor (ii) the amount of perishable purchased will be related to travel costs.

#### 5.2. Food retailing structure in survey area

A survey was conducted in Vancouver Canada, where food retailing is dominated by five chains. Safeway and IGA are typical supermarkets, with medium sized outlets mainly in the range of 20 000–40 000 ft\(^2\). Safeway is the larger chain, with 49 outlets; IGA has 21. Save-On-Foods,

---

\(^8\) In this and the remaining propositions, we use “perceived” parameters, since it is customer perceptions of price, perishability, and storage costs that will drive their shopping behavior.
a more recent entry in the market, with only 13 (larger) stores, positions itself as competing directly with Safeway, primarily on price. The Real Canadian Superstore (RCS) has six stores of about 100,000 ft² each and positions itself as the price leader. About 40% of the store is devoted to dry goods, and it carries less than half the number of stock keeping units (SKU’s) that Safeway does. Costco is a large warehouse club, with one outlet. The price positioning is such that we classify Safeway and IGA as regular stores, and RCS and Costco as discount. Save-On-Foods attempts to maintain the same level of variety as Safeway, but at a lower price, so although it is not as strong a discounter as RCS or Costco, we classify it as a discount store.9

5.3. Method

Shoppers were intercepted as they left the store and asked to participate in the survey by trained interviewers. Pretests were used to refine the questionnaire; they showed that shoppers were willing to complete the three-to-five minute questionnaire. The final survey was done at three Safeway stores, and one IGA, Superstore, and Save-On-Foods store. Costco would not allow the interviewers to conduct the survey on their property. Surveys were done Friday afternoons, Saturdays and Sundays over two weekends. Four hundred forty one shoppers were approached, and 271 agreed to be interviewed. While all 271 completed the questionnaire, some respondents omitted some questions.

5.4. Measures and tests for proposition 1 and 2

5.4.1. Shopping pattern category

To test the predictions of Proposition 1 on the determinants of two-store shopping, we first used a classification question to identify the primary shopping pattern for each respondent. On the basis of pretests, four patterns (plus a fifth, “other”) were presented, and the respondent asked to select one or more pattern that characterized the way they shopped. These patterns and the number of respondents in each are:

A. I grocery shop almost entirely at one store (n = 120).
B. I shop for produce mostly at one store, and do the rest of my grocery shopping mostly at another store (n = 68).
C. I shop for groceries at both regular supermarkets (like Safeway) and at discount stores (like RCS and Costco) (n = 57).
D. Each week I check the advertised specials, and I go to the store with the best prices on what I need (n = 23).
E. Other (describe) (n = 3).

This distribution of self-reported shopping patterns is consistent with those found by Urbany et al. (1996) in a major midwestern US city. Most notably, only 23 of 271 reported explicit “cherry picking” behavior in their store choice. In terms of our strict definition of the three types of patterns, we find that 114 shopped exclusively at either a discount or regular store, and 44 split their purchases between a discount and regular store. An interesting deviation from our model scenario is the existence of small supermarkets specializing in fresh produce only. Of the 68 respondents who buy produce exclusively in one store (type “B” shoppers), 50 use the specialty produce stores. We do not model such a store, and so do not include these shoppers in our analysis. However, as we discuss in the conclusions, these stores could be playing the role of our modeled regular stores who simply do not have any exclusive shopping area, and hence cannot sell any nonperishables.

After each pattern question, the interviewer asked several questions on exactly which stores were used, and amounts spent on perishables and nonperishables.

To test Proposition 1, we selected shoppers who systematically use both discount and regular stores, so that their characteristics could be compared against those who use only one store. The two groups are defined based on responses to the above pattern questions:11

Group 1 (One-store-only shoppers): Shoppers who shop almost entirely at one store (response pattern A above), with either the regular store (Safeway, IGA) or the discount store (RCS, Save-On-Foods, Costco) as the main store (N = 114).

Group 2 (Two-store shoppers): Shoppers who regularly split their shopping between stores (response patterns B or C above), with either Safeway or IGA as one store, and either RCS, Save-On-Foods or Costco as the other store (N = 44).12

Similarly, to test Proposition 2, we selected regular-only shoppers for comparison against shoppers systematically using other patterns:

Group 1 (Regular store only shoppers): Shoppers who shop almost entirely at a regular store (response

---

9 In the consumer survey described below, customer perceptions of price were consistent with this positioning. Moreover, customers shopping at a discount store travel a significantly greater distance than customers shopping at a regular store, as classified by this scheme.

10 Only four respondents chose more than one pattern.

11 Other shopping patterns, e.g., “D”, were not considered in this analysis.

12 Group 2 shoppers consisted mainly of pattern C respondents (38 of the 44). Most of the pattern B shoppers purchased produce in specialty produce-only stores, rather than supermarkets. While special shopping trips to a higher price store solely for the purchase of perishables is consistent with the pattern predicted by the model, our formulation does not include stores which stock only perishables, and so we make the conservative choice not to include shoppers who use this pattern.
pattern A, with either Safeway or IGA as the main store) \((N = 56)\).

Group 2 (Others): Shoppers who shop almost entirely at a discount store (response pattern A with RCS, Save-On, or Costco as the main store), or who split their purchases between regular and discount stores (patterns B or C, with one store being either Safeway or IGA, and the other being either RCS, Save-On-Foods or Costco) \((N = 82)\).

5.4.2. Perceived price differences

Respondents were asked to estimate percentage savings at the less expensive store on perishables and nonperishables separately. Almost two-thirds reported the same savings for perishables and nonperishables, and only 16 of the 158 reported savings differing by more than 10%. Since most respondents see little difference, the variable \(SAVE\) is the mean of the perishable and nonperishable perceived savings.

5.4.3. Perceived perishability

We constructed a measure of “perceived perishability" by asking respondents to estimate the number of days that four different products (tomatoes, bananas, milk, and bread) could be stored in their home before they had to be thrown out. The variable \(LIFE\), the mean of these four estimates, captures the individual shopper’s sensitivity to perishability.

5.4.4. Storage cost

The consumer’s storage cost (\(STORAGE\)) is related to storage space, which we measure indirectly by asking how many freezers each household has. We assume that as the number of freezers increases, so will the overall food storage space. While it would be preferable to have a more direct measure of storage space, or of the sensitivity to storage costs, this question is easy to answer, and hence relatively noise-free.

5.4.5. Income

Respondents identified which of six categories their household income fell into. The variable \(INC\) is taken as the midpoint of these categories. We do not have a specific hypothesis for the effect of income, but since it typically affects shopping behavior (e.g., Hoch et al. 1995; Urbany et al. 1996), we chose to control for it.

5.4.6. Model

The binary logit of the probability of single store shopping (as opposed to two-store shopping) for Proposition 1, and of regular-only shopping (as opposed to discount-store shopping) for Proposition 2, was modeled as a linear function of the four independent variables:

\[
Log \left[ \frac{P(y_i = 1)}{1 - P(y_i = 1)} \right] = B_0 + \sum B_i X_i
\]

where \(Y_i = 1\) if the respondent belongs to group 1, and zero otherwise. Parameters were estimated by maximum likelihood, using SAS LOGISTIC.

5.5. Results for proposition 1

The likelihood ratio tests show that inclusion of the four variables improves the fit over the intercept-only model significantly \((\chi^2 = 28.8, p < 0.0001; \text{see Table 3})\).

\(STORAGE\) and \(SAVE\) are significant and have the predicted sign. \(LIFE\) is not significant, again as predicted. In particular, the greater the perceived price difference, the more likely is the consumer to engage in multiple-store shopping. This result also holds if only regular store shoppers are compared to mixed store shoppers \((p < 0.01)\), and directionally if only discount store shoppers compared to mixed store shoppers \((p > 0.1)\).

The storage cost variable, \(STORAGE\), is also significant. The greater the storage space, the more likely that the consumer shops at both discount and regular stores. Again, the result holds \((p < 0.05)\) if the regular and discount store shoppers are compared separately with mixed store shoppers. The perishability variable, \(LIFE\), is not significant, as would be expected if most shoppers’ characteristics satisfy the non-limiting requirements described previously.

All results are consistent with Proposition 1, providing strong support.

5.6. Results for proposition 2

The likelihood ratio tests show that inclusion of the four variables improves the fit over the intercept-only model significantly \((\chi^2 = 26.9, p < 0.0001; \text{see Table 4})\).

Table 3

<table>
<thead>
<tr>
<th>Variable</th>
<th>Predicted sign</th>
<th>Estimated parameter (p-value of Wald chi-square)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>4.37</td>
<td>(0.0001)</td>
</tr>
<tr>
<td>Storage</td>
<td>–</td>
<td>– 0.96 (0.006)</td>
</tr>
<tr>
<td>Save</td>
<td>–</td>
<td>– 6.56 (0.018)</td>
</tr>
<tr>
<td>Life</td>
<td>Nil</td>
<td>0.061 (0.46)</td>
</tr>
<tr>
<td>Income</td>
<td>–</td>
<td>– 0.00002 (0.04)</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>– 69.5</td>
<td></td>
</tr>
<tr>
<td>Likelihood ratio</td>
<td>28.8, p &lt; 0.0001</td>
<td></td>
</tr>
</tbody>
</table>
Table 4
Logistic regression estimation of predictors for Proposition 2

<table>
<thead>
<tr>
<th>Variable</th>
<th>Predicted sign</th>
<th>Estimated parameter (p-value of Wald chi-square)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td></td>
<td>2.92 (0.0004)</td>
</tr>
<tr>
<td>Storage</td>
<td>—</td>
<td>— 0.92 (0.011)</td>
</tr>
<tr>
<td>Save</td>
<td>—</td>
<td>— 6.8 (0.009)</td>
</tr>
<tr>
<td>Life</td>
<td>—</td>
<td>— 0.16 (0.050)</td>
</tr>
<tr>
<td>Income</td>
<td>—</td>
<td>— 0.000007 (0.33)</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>—</td>
<td>— 93.2</td>
</tr>
<tr>
<td>Likelihood ratio</td>
<td></td>
<td>26.9, p &lt; 0.0001</td>
</tr>
</tbody>
</table>

All three (nondemographic) variables are significant and have the predicted sign. Proposition 2 is strongly supported, and further evidence is provided that parameter combinations are such that most customers are in the nonlimiting region.

5.7. Measures and test for proposition 3

5.7.1. Transportation cost
Travel time is taken as the main component of transportation cost. The variable TRAVEL TIME is the response to the question “how long did it take you to get to this store?”

5.7.2. Actual purchases
At the end of each interview the respondent was asked for their cash register receipt. 138 receipts were collected, and 133 respondents refused. For those respondents who did provide receipts, the total value of perishables purchased and the total non-perishable purchases provide the variables ACTPBILL and ACTNPBILL respectively.

5.7.3. Estimated purchases
Because some respondents kept their receipts, and because actual shopping behavior is driven by the perceptions of what is being purchased rather than the actual purchases, all 271 respondents also estimated their total bill (ESTBILL) and the percentage which was perishables. This was used to calculate the related variables, ESTPBILL and ESTNPBILL.

5.7.4. Income
The previously described income measure was included as a control variable.

5.8. Test procedure and results
Regressions for each of the four purchase measures were run separately for the discount stores (RCS and Save-On) and the regular stores (IGA and Safeway), for a total of eight models. Results are reported in Table 5. Overall F-tests achieved significance (p < 0.05) only for non-perishables purchased at discount stores, and only travel time is a significant predictor (p < 0.005) of purchase amounts for these two regressions. These results hold whether the actual or estimated bills are used as the dependent variable. Proposition 3 is supported.

6. Conclusions
We have shown that consideration of consumer stockpiling, and the fact that some goods are perishable and others not, is important in determining consumers' planned shopping behavior between stores differentiated on location and price, and in the market share of competing retailers.

While the retailing and promotions literature recognizes that loyalty to one store may be low, the possibility of a multistore shopping strategy resulting from the combination of long-run average price differences between stores and the fact that some groceries are perishable and others are not, has not been considered. Our results show that multistore shopping behavior can arise endogenously for (some) consumers. We make a series of predictions of how customer perceptions of price, and consumer sensitivity to storage costs and perishability, should affect planned multistore shopping, and find strong support for these predictions. One particular empirically substantiated result that is difficult to explain using only cherry-picking models of multistore patronage, is that multistore shopping increases with perceived increases in shopping basket savings at the discount store.

An unexpected and interesting result, the non-linear market share response function, suggests a reason why incumbents do not expect entering "power" retailers to be as dramatically successful as they sometimes are. When price differences are small, consumers behave as if they are simply trading off price and distance. Extrapolating this behavior to larger price differences, however, underestimates the share of a new, low-price entrant, because consumer stockpiling behavior becomes more important. The effect also highlights the competitive importance of achieving major cost efficiencies, such as by supply-chain management, that can be passed on to customers as lower prices.

The model also suggests a unique role for perishable goods as a defense against price competition, and as an impediment to the expansion of some western-style food retail formats to developing countries. Consumer willingness and ability to store perishables can have...
Table 5
Regression results for purchase amount ($ by store (regular/discount) and product (perishable/non-perishable) type

<table>
<thead>
<tr>
<th>Variable</th>
<th>Actual perishable</th>
<th>Actual nonperishable</th>
<th>Estimated perishable</th>
<th>Estimated nonperishable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Discount Store</td>
<td>Store</td>
<td>Purchases</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>9.6</td>
<td>11.7</td>
<td>24.4</td>
<td>-13.5</td>
</tr>
<tr>
<td>Travel time</td>
<td>0.12</td>
<td>1.39</td>
<td>0.007</td>
<td>1.58</td>
</tr>
<tr>
<td>Income (000's)</td>
<td>0.02</td>
<td>0.2</td>
<td>0.14</td>
<td>0.38</td>
</tr>
<tr>
<td>F-ratio</td>
<td>0.33</td>
<td>4.90</td>
<td>0.22</td>
<td>9.79</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Actual perishable</th>
<th>Actual nonperishable</th>
<th>Estimated perishable</th>
<th>Estimated nonperishable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Discount Store</td>
<td>Store</td>
<td>Purchases</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>8.32</td>
<td>14.1</td>
<td>8.97</td>
<td>8.91</td>
</tr>
<tr>
<td>Travel time</td>
<td>-0.06</td>
<td>0.02</td>
<td>-0.17</td>
<td>0.30</td>
</tr>
<tr>
<td>Income (000's)</td>
<td>-0.01</td>
<td>0.2</td>
<td>0.01</td>
<td>0.17</td>
</tr>
<tr>
<td>F-ratio</td>
<td>0.09</td>
<td>1.28</td>
<td>2.82</td>
<td>2.56</td>
</tr>
</tbody>
</table>

* p < 0.05.
* p < 0.005.

...a major impact on the share of both perishables and nonperishables bought in different store formats.14

6.1. Limitations and future research

The analysis could, in principle, be extended to include many competing stores, or more realistically, competing chains, in arbitrary configurations. A simple extension that we can qualitatively analyze immediately is a supermarket chain of several stores, charging "regular" prices, surrounding a single discount outlet such as a warehouse club. The shopping pattern would appear as superpositions of Fig. 2 rotated about the discount store. For that case, the chain would have much greater share of perishables than in the single store case; however, the non-perishable share, already relatively small for large price differences, would remain so. The supermarket would have the largest share of perishables, and the discount store the largest share of nonperishables. Introducing a supermarket chain accentuates the consequences of differences in perishability, and the importance of perishable goods as defense against the discount outlet.

Consistent with the market situation in Vancouver, it appears that higher price formats have higher spatial density. Is it possible that this is an equilibrium outcome of a scenario where chains make spatial density and price decisions, given that consumers trade off the three costs (price, travel, and storage) considered in this paper? This is an interesting question for competitive marketing strategy. A second competitive strategy question concerns the theoretical implications for equilibrium prices and locations given differences in perishability. From the large literature on spatial competition (e.g., Hotelling, 1929; de Palma et al., 1985; Vandenbosch and Weinberg, 1995), it is known that increased separation on spatial dimensions (either geographic space, or product attribute space) decreases price competition by increasing the strength of the spatial monopoly. In our model, many consumers travel further for nonperishables than perishables, which suggests that price competition should be fiercer for nonperishables. However, if each store carries both goods, interactions may affect this conclusion. As alluded to throughout the paper, the strategic uses of perishable goods is an interesting and relatively unexplored topic.

One of the unexpected observations from the survey was the exclusive use of perishables-only specialty stores by some consumers for all of their perishables. This situation is implicit in our model and related to the differential competitive intensity argument: if the regular store's exclusive region shrinks sufficiently, it is only able to sell perishables. Rational management response would be to only carry perishables. From a more strategic perspective, the growth of discounters with large trading areas provides a strategic opportunity for perishables.

---

14 Goldman et al. (1996) have noted that supermarkets are unable to compete effectively with traditional wet markets in fresh foods in many Asian countries.
specialists with smaller trading areas. If the traditional supermarkets do not react rapidly, they might be squeezed on nonperishables by the discounters, and on perishables by the specialists.

Consumer sensitivities might be susceptible to manipulation; in fact, one of Safeway’s responses to the successful entry of the Real Canadian Superstore was to emphasize convenience of location in their advertising, presumably to increase the consumer’s sensitivity to travel costs (i.e., t). From a broader perspective, the range and dynamism of potential competitive responses available may preclude static equilibria (see, for example, Krider and Weinberg, 1997).

While store chains and differential competitive intensity across goods are the most immediately interesting avenues for continuing work, a wide range of firm and customer decision models could be enriched by incorporating perishability. These issues remain for future research.
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Appendix. Derivation of the two-store cost function

As indicated in Fig. 1, we have shown (in an appendix available from the authors), under general conditions, that (1) the perishability constraint is always binding on Q_{n,d}, so it is unnecessary to minimize over that quantity; and (2) the same amount of perishable, Q_{p,r}, is purchased on each trip to the regular store, so it can be expressed in terms of Q_{n,d}:

\[ mQ_{p,r} = (\Delta t_{n,d} - \Delta t_r) D_p, \]

\[ Q_{p,r} = \left( \frac{Q_{n,d}}{D_n} - \Delta t_r \right) D_p/m. \]  \hspace{1cm} (A.1)

Consequently, the minimization need only be done over Q_{n,d} and m. The cost function is

\[ C = \frac{D_n}{Q_{n,d}} \left( c_d + mc_r + \frac{sQ^2_{n,d}}{2D_n} + Q_{n,d} P_{n,d} \right) + Q_{p,d} P_{p,d} + mQ_{p,r} P_{p,r} \]

Substituting for Q_{p,d} and Q_{p,r} from above, and letting \( P_{p,d} - P_{p,r} = -\Delta P_p \),

\[ C = \frac{D_n}{Q_{n,d}} \left( c_d + mc_r + \frac{sQ^2_{n,d}}{2D_n} + Q_{n,d} P_{n,d} - D_p \Delta t_e \Delta P_p \right. \]

\[ + \frac{D_p P_{p,d} Q_{n,d}}{D_n} \]  \hspace{1cm} (A.3)

The effect of the binding perishability constraint (Eq. (8) in the text) on Q_{p,d} has already been incorporated into Eq. (1), but constraint (Eq. (7) in the text) on the trip timing to the regular store for perishables is not necessarily binding on Q_{p,r}. Since Q_{p,r} has been eliminated from the cost function, the constraint is rewritten as a minimum on the number of trips that must be taken to the regular store in the period:

\[ m \geq \frac{\Delta t_{n,d} - \Delta t_e}{\Delta t_r} \]  \hspace{1cm} (A.4)

or, in terms of Q_{n,d}:

\[ m + 1 - \frac{Q_{n,d}}{\Delta t_r D_n} \geq 0. \]  \hspace{1cm} (A.5)

The number of trips, m, must be an integer. Therefore we will first minimize the cost over Q_{n,d} conditional on m and subject to constraint (A.5). In the following, the subscripts will be dropped from Q_{n,d}, as that is the only quantity being dealt with in the optimization.

The cost function (A.3) is convex in Q and the constraint (A.5) is linear. Therefore the Kuhn–Tucker first-order conditions are sufficient for minimization with respect to Q. The Lagrangian is

\[ L = C - \mu \left( m + 1 - \frac{Q}{\Delta t_r D_n} \right) \]

\[ = \frac{D_n}{Q} \left( c_d + mc_r + \frac{sQ^2}{2D_n} + Q P_{n,d} - D_p \Delta t_e \Delta P_p \right. \]

\[ + \frac{D_p P_{p,d} Q}{D_n} \right) - \mu \left( m + 1 - \frac{Q}{\Delta t_r D_n} \right). \]  \hspace{1cm} (A.6)

The first order conditions are

\[ \frac{\partial L}{\partial Q} = \frac{\partial C}{\partial Q} + \frac{\mu}{\Delta t_r D_n} = 0 \]  \hspace{1cm} (A.7)

and the constraint (A.5). If the constraint is binding, Eq. (A.5) gives

\[ Q_{b,m}^* = D_n \Delta t_e (m + 1) \]  \hspace{1cm} (A.8)

where the subscripts on Q indicate “binding” and dependence on the trip parameter “m”. The minimal (binding) cost is

\[ C_{b,m}^* = D_n P_{n,d} + D_p P_{p,d} + \frac{c_d + mc_r}{\Delta t_e (1 + m)} \frac{\Delta P_p D_p}{1 + m} \]

\[ + \frac{s \Delta t_e D_n (1 + m)}{2} \]  \hspace{1cm} (A.9)
When the constraint is not binding, $\mu = 0$, and the first-order condition becomes
\[
Q^*_{ab,m} = \sqrt{\frac{2D_a}{s} \left( c_d + mc_r - \Delta P_p \Delta t_r \Delta D_p \right)}
\]  
(A.10)

The (not binding) cost is
\[
C^*_{ab,m} = D_u P_{u,a} + D_p P_{p,x} + \sqrt{2D_a s (c_d + mc_r - \Delta P_p \Delta t_r \Delta D_p)}.
\]  
(A.11)

Finally, the constraint binds when $\mu$ is positive. Following the usual Kuhn-Tucker analysis, the first-order conditions imply that
\[
\frac{\partial C}{\partial Q} \Delta t_r \Delta D_p \leq 0.
\]  
(A.12)

Differentiating and substituting for the binding value of $Q$ in Eq. (A.8) gives the required relation between the parameters in order for the constraint to bind:
\[
c_d + mc_r \geq \frac{\Delta t_r^2 D_a (1 + m)^2 s}{2} + \Delta P_p \Delta t_r \Delta D_p.
\]  
(A.13)

Although more complex than in the case of single store shopping shown in the text, this has the same directional dependence on parameters. Specifically, large travel costs are more likely to lead to the perishability constraint to binding, and determining the shopping period. Note that this is conditioned on $m$, the number of fill-in trips. To determine the precise number of fill in trips for any given set of parameters, both the optimal (over $Q$) binding and nonbinding costs for all values of $m$ have will be compared. What typically happens as travel costs increase is that the optimal quantity purchased increases continuously in the nonbinding fashion, then binds, so that the shopping pattern is locked in for further increases. At some point, however, with additional travel cost increases, it becomes optimal to make another trip so that the pattern shifts to $m + 1$ fill-in trips, again in nonbinding mode, and the purchase quantity again increases smoothly, until it again locks in the $m + 1$ binding case.
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