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Abstract

We derive a closed-form solution for the optimal portfolio of a non-myopic utility maximizer who has incomplete information about the alphas, or abnormal returns of risky securities. We show that the hedging component induced by learning about the expected return can be a substantial part of the demand. Using our methodology, we perform an “ex ante” empirical exercise, which shows that the utility gains resulting from optimal allocation are substantial in general, especially for long horizons, and an “ex post” empirical exercise, which shows that analysts’ recommendations are not very useful.
1 Introduction

Intertemporal asset allocation is one of the cornerstones of financial economics, both for its theoretical and practical implications. After the very influential papers of Samuelson (1969) and Merton (1971), a number of different lines of research have been followed. One of the interesting directions, and the area to which this paper belongs, is the literature on optimal allocation with incomplete information about security parameters, with Bayesian updating. The idea of using Bayes’ rule to estimate security parameters goes back to Zellner and Chetty (1965), Klein and Bawa (1976) and Brown (1979) in a static setting. There are a large number of papers that extend this idea in a discrete-time setting. Recently, Kandel and Stambaugh (1996), Pastor and Stambaugh (1999, 2000), Barberis (2000), Pastor (2000), Baks, Metrick and Wachter (2001), Stambaugh (2003) and Jones and Shanken (2004) consider the portfolio problem with incomplete information, both on expected return and variance of the securities, in discrete-time settings. These papers successfully address various important problems but the hedging component that is induced by learning does not figure in their optimal holdings. Finally, another recent, different approach followed by Harvey, Liechty, Liechty and Müller (2004), studies optimal allocation with incomplete information and focuses on modelling the updated probability distributions, which in many cases will display relevant higher moments.

For the continuous-time setting used in this paper, the literature starts with Detemple (1986), Dothan and Feldman (1986), and Gennette (1986). These pioneering papers discussed the asset pricing implications of incomplete information on the economic output growth rate. Browne and Whitt (1996) solve the problem of optimal portfolio allocation in discrete-time and show its convergence to a continuous-time solution. More recent work in this line of literature include Veronesi (2000), David and Veronesi (2002) and Pastor and Veronesi (2005).

In the context of the literature on continuous-time portfolio choice, to which this paper is more closely aligned, investors have priors on the securities’ expected returns (or abnormal returns with respect to some benchmark such as the CAPM) and they observe prices and update priors accordingly, in a Bayesian way. Financial econometricians seem to agree that
it is feasible to obtain good estimates of variance parameters, but much harder to estimate expected returns (Merton (1980)). Based on that, and on other reasons of a technical nature, most of the continuous-time literature focuses on the problem of incomplete information on securities' expected returns and considers the return variances as known constants. On the other hand, one important advantage of the continuous-time approach is that as long as the utility is not logarithmic, hedging demand due to parameter uncertainty emerges under optimal behavior. Lakner (1998) introduced the martingale approach to address the portfolio allocation problem with parameter uncertainty and gave some theoretical integral representations of the optimal portfolio policy. Brennan (1998) explored a similar problem in order to assess the magnitude of the hedging demand in a calibrated portfolio choice problem. Brennan (1998) characterized the investor’s solution through a partial differential equation which was solved numerically and quite accurately in the single risky asset case. Rogers (2001) finds the closed-form solution for the case of a single risky asset. Stojanovic (2002) considers a more specific sub-class of portfolio strategies and obtains similar results, as it turns out that the true optimal strategy belongs to this sub-class. Brendle (2005) characterizes in terms of partial differential equations the case in which the unobserved drift is a stochastic process.

Finally, the continuous-time methodology has been used by Brennan and Xia (2001) to assess the importance of the Fama and French anomalies for portfolio choice and by Xia (2001) to measure the effect on portfolio choice of learning about a predictive relationship in returns. Both papers consider investors with CRRA preferences, possibly non-myopic (resulting in hedging components in the optimal allocation), and solve for the optimal allocation through the use of numerical methods.

In this paper we consider a setting which is similar to that of Brennan and Xia (2001), but less general. We use martingale techniques that allow us to derive an analytic expression for the optimal portfolio of an investor with CRRA non-myopic preferences. Our approach further previous work by allowing for an arbitrary number of assets and accommodating cross-correlation in the prior for expected return without losing the analytical nature of the solution. Furthermore, rather than expressing our portfolio weight in terms of the expected returns, we
expressed them as a function of the standard alpha parameters that measure mispricing of a security in a CAPM (or multifactor) setting.\textsuperscript{2} As usual in this literature, our investor is not meant to be a representative agent, and thus our approach is fully normative. The closed-form nature of our result allows the computation of optimal weights for portfolios with a large number of securities. In particular, we perform two exercises using analysts’ recommendations as indicators of individual securities mispricing.

From our analytical formula, we can confirm some of the hedging demand signs and magnitudes documented in Brennan (1998) and Brennan and Xia (2001). For instance, we show that the hedging component is an important part of the optimal demand, especially for investors with high risk-aversion or a long horizon. The hedging demand is the result of learning. More importantly, our analytical formula is helpful in detecting some interesting economic mechanisms which explain the intuition of the optimal portfolio choice.

Due to the perceived positive autocorrelation in return (good return realization is good news on expected returns), the long-term power utility investor will hold fewer shares of the index.\textsuperscript{3} We also show that in the presence of some positive or negative expected alphas, the investor will long/short the mispriced securities (as in Treynor and Black (1973)). Furthermore, we show that low-beta (resp. high-beta) securities are optimal substitutes for a portion of the risk-free securities (resp. the index).

Finally, we find that the economic mechanism by which the prior correlation affects portfolio allocation is in general complex but within our context we isolate two possible channels. On the one hand, regardless of its sign, the correlation among the alpha priors generates cross-learning and has the same effect as decreasing the uncertainty around both alphas. Consequently, it increases the incentives to invest in each underpriced security since the learning will be faster. On the other hand, for the sake of diversification of the estimation risk, a positive (negative) correlation between alphas generates an incentive to decrease (increase) the weight of the mispriced assets relative to the uncorrelated case. Thus the implication of the correlation of alpha priors on the portfolio holdings is mixed: optimal behavior requires some counterintuitive holdings. For instance, it may happen that the investor goes long a fairly-priced stock or even
a negative expected alpha stock: this will happen if another stock has a negatively correlated alpha with higher expected alpha. It may also be optimal to short a stock with positive alpha in the presence of another stock that has a higher expected alpha and exhibits a positively correlated prior alpha.

From a practical perspective, under the assumption of (true) iid returns and Gaussian priors on expected returns, our results solve the portfolio dimensionality problem which represents a major obstacle to the numerical methods used for instance in Brennan and Xia (2001). This is something that could not be done in the previous work and consequently our results warrant further potential applications in the literature of portfolio choice with parameter uncertainty. For instance, within our specific context, our results would allow to carry a discussion of the Fama and French anomalies from a portfolio perspective with the same level of tractability of the discrete time literature (Pástor (2000)) without giving up either the hedging demand in portfolio choice (Brennan and Xia (2001)) or the commonality in the alpha priors (Jones and Shanken (2004) and Stambaugh (2004)).

We illustrate the benefits of our results in another context, where we test the usefulness of our analytical formula in a context of a large universe of stocks. We follow the idea of Kandel and Stambaugh (1996): we estimate parameter values for individual securities and compute the “certainty equivalent” (or additional initial wealth, as in McCulloch and Rossi (1990)) that an investor with CRRA utility who follows a “naive,” sub-optimal strategy would require to achieve the same level of utility that would result from the optimal strategy derived in this paper. Investing in individual securities (above their participation in the market portfolio) is optimal when they have alphas that are different from zero. As estimates of securities’ alphas, we use the analysts’ recommendations collected in the IBES database. The type of “naive” strategies we consider involve taking long positions in securities with positive alphas and short positions in securities with negative alphas. We find that the utility gains (in terms of certainty equivalent) that result from optimal allocation are very significant, especially for long horizons.

We also perform a complementary, “ex post” exercise, in which we compute the average utility (as an approximation of expected utility) achieved by a CRRA investor who uses the
alphas implied by analysts’ recommendations, with rebalancing, and we compare it to the utility that the same CRRA investor would achieve if restricted to invest in the market portfolio and the riskfree security. Overall, we find that analysts’ recommendations seem marginally useful. Additionally, we find that analysts’ recommendations seem more useful when a large number of analysts are covering a particular firm.

The paper is organized as follows. First we present the model, derive the formula and perform a comparative static analysis. In the following section, we present the results of our empirical exercises. We then briefly present some extensions. We close the paper with some conclusions.

2 Optimal Investment in the Presence of Mispriced Assets

There are \( n + 1 \) risky assets (stocks) in the economy, the price of which is denoted by \( S_i \), \( i = 0, \ldots, n \), and one risk-free asset (the bond or bank account), the price of which is denoted by \( B \), which pays a constant interest rate \( r \), such that its price dynamics are \( dB/B = rd \). The asset \( S_0 \) can be interpreted as the market portfolio or any traded benchmark. Its price satisfies

\[
dS_0/S_0 = \mu_0 dt + \sigma_0 dW_0.
\]

(1)

where \( \mu_0 \) is the constant expected return and \( W_0 \) is a standard Brownian motion process. The parameter \( \sigma_0 \) is also constant. The other \( n \) assets are modelled as

\[
dS_i/S_i = \mu_i dt + \sigma_i dW_0 + \sigma_{ei} dW_i, \quad i = 1, \ldots, n,
\]

(2)

where \( W_i \) are standard Brownian motion processes, independent of \( W_0 \) and also independent of each other. We denote by \( W \) the \( (n + 1) \)-Brownian motion \( W := (W_0, W_1, \ldots, W_n) \). We assume that the parameters \( \mu_i, \sigma_i \) and \( \sigma_{ei} \) are also constant. \( W_0 \) is common to all risky
securities and the parameters $\sigma_i, i = 0, 1, \ldots n$ represent the systematic or market risk of the securities. This is the only source of risk for the market portfolio. On the other hand, individual securities also have an idiosyncratic source of risk, given by their respective $\sigma_{\varepsilon_i}$ parameters. The individual securities $S_i$ are part of the market portfolio. We assume that the company-specific risk component is diversified, and only the market component drives the price of the market portfolio. Although it can be argued that a financial market structure of that kind should be the result of some type of equilibrium, we do not consider that problem in this paper and take the market structure as given.

We denote by $\sigma$ the volatility matrix, that is, the matrix formed by stacking the row vectors of volatilities of the $n + 1$ stocks/portfolios. The rows of this matrix contain all zeros except the term corresponding to the market risk component and the term corresponding to the company-specific component. We assume that the volatility matrix is non-singular. We also introduce the “risk premium” vector,

$$\theta := \sigma^{-1}[\mu - r \cdot 1], \quad (3)$$

where $1 = (1, 1, \ldots, 1) \in \mathbb{R}^{n+1}$ and $\mu = (\mu_0, \mu_1, \mu_2, \ldots, \mu_n)$. We assume that $r$ and $\sigma$ are observable by agents in the economy. The investors also observe security prices, $(S_0, S_1, ..., S_n)$, but observe neither the mean return vector $\mu = (\mu_0, \mu_1, \mu_2, \ldots, \mu_n)$ nor the sources of noise $W$ (otherwise they could immediately retrieve expected returns). This is motivated by the fact that expected returns are notoriously harder to estimate from finite samples than variances (see Merton (1980), Jorion (1986)). More formally, the investor’s information consists of the filtration

$$\mathcal{F}_{t}^{S} := \sigma(S_0(t), S_1(t), ..., S_n(t)); \quad 0 \leq s \leq t$$

generated by the price process $(S_0(t), S_1(t), ..., S_n(t); t \in [0, T])$.

Furthermore, investors have beliefs or “priors” about the vector of expected returns $\mu$. We adopt a Bayesian approach and assume that the vector $\theta$ (equivalently $\mu$, since $r$ and $\sigma$ are known) has a Gaussian prior distribution, independent of the Brownian motion $W$. We denote
by \( m = (m_0, m_1, \ldots, m_n) \) the mean vector of the distribution of \( \theta \), and we denote by \( \Delta \) its variance-covariance matrix. We point out that the only unobserved component of \( \theta \) is the expected return \( \mu \). For that reason, we will use the variance-covariance matrix of the prior distribution of \( \theta \) (instead of \( \mu \)) in order to keep the notation as simple as possible.

When the investor described above has full information, Merton (1973) shows that, in equilibrium, the Intertemporal CAPM (ICAPM) holds,

\[
\mu_i - r = \beta_i (\mu_0 - r) \tag{4}
\]

where

\[
\beta_i \equiv \frac{\text{cov} \left( \frac{dS_i}{S_i}, \frac{dS_0}{S_0} \right)}{\sigma_0^2} = \frac{\sigma_i}{\sigma_0} \tag{5}
\]

Within the present context, we assume that security prices can deviate from the ICAPM equation (4). That is, the expected return \( \mu_i \) of security \( i \) admits the following decomposition,

\[
\mu_i = r + \beta_i (\mu_0 - r) + \alpha_i \tag{6}
\]

where \( \beta_i \) is as in (5) and \( \alpha_i \) reflects a potential mispricing of stock \( i \).

Finally, in our one factor setting with uncorrelated residuals, note that

\[
\theta_i = \frac{\alpha_i}{\sigma_i} \tag{7}
\]

for \( i = 1, \ldots, n \), and

\[
\theta_0 = \frac{\mu_0 - r}{\sigma_0} \tag{8}
\]

Equations (7) and (8) show that, under the no residual correlation condition, the assumption of no correlation in the priors on the market premium (thetas) is equivalent to the assumption of no correlation in the priors on alphas and the expected market return (\( \mu_0 \)).

We now consider the problem of a risk-averse investor who has access to the financial markets described above. This investor is risk-averse and non-myopic: preferences are charac-
terized by a power utility over final wealth. Initial wealth is denoted by $X_0$ and the investor optimally invests in the $n + 2$ securities described above so as to maximize utility of final wealth, given by the expression

$$u(X_T) = \frac{(X_T)^{1-a}}{1-a}$$

(9)

For $a = 1$ this would be logarithmic -myopic- utility. We focus on the more interesting case $a > 1$.

The market specification described in equations (1)-(8) is convenient for our theoretical analysis and corresponds to the empirical problem considered in section 3. However, our result applies to a more general setting which we describe next in order to state our main theorem. We consider a model with one risk-free asset $B$, with $dB(t) = rB(t)dt$, and $n + 1$ risky assets $S_i$ whose prices evolve according to the equations

$$dS(t) = S(t) \left[ \mu_i dt + \sum_{j=0}^{n} \sigma_{ij}dW_j(t) \right], \quad S_i(0) > 0, i = 0, \cdots, n,$$

(10)

where the volatility matrix $\sigma = \{\sigma_{ij}\}_{0 \leq i, j \leq n}$ is assumed to be non-singular and known, while the mean return process $\mu = (\mu_0, \ldots, \mu_n)$ is a random variable with normal prior distribution. We now introduce some notation, which is needed to state the main result. The portfolio strategy $\pi(\cdot)$ is a $n + 1$-dimensional vector with elements $\pi_i(t)$, representing the proportion of wealth invested in asset $S_i$. The process $\pi$ must be adapted to the price filtration. The $n + 1$-dimensional process $W^*(t) := W(t) + \theta t$ denotes the risk-neutral Brownian motion. Denote by $P$ the orthogonal matrix such that the variance-covariance matrix for the prior on $\theta$ can be expressed as

$$\Delta = P'DP$$

(11)

where $D$ is a diagonal matrix whose $i$-th element on the diagonal is denoted by $d_i$.\(^4\) We also
define
\[
\delta_i(t) = \frac{d_i}{1 + d_it},
\]
\[
A_i(t) = a - (1 - a)\delta_i(t)(T - t)
\]
and we denote by \(A^{-1}(t)\) the diagonal matrix with diagonal terms \(1/A_i(t)\). Finally, consistent with our notation above, we denote by \(\mu\) the row vector of conditional expected returns (updated priors), that is,
\[
\mu(t) = \mathbb{E}[\mu|\mathcal{F}_t^S]
\]
and similarly for \(\bar{\theta}, \bar{\alpha}(t) = (\bar{\alpha}_1(t), ..., \bar{\alpha}_n(t))'\). We now present the formula for the optimal portfolio.

**Theorem 1** Assume that \(a \geq 1\). The vector \(\hat{\pi}(t)\) of optimal weights at time \(t\) for the portfolio optimization problem (9) in model (10) is given by
\[
\hat{\pi}(t) = (\sigma')^{-1}P'A^{-1}(t)P\bar{\theta}(t)
\]
where \(\bar{\theta}(t)\) is the conditional mean of the risk premium given by
\[
\bar{\theta}(t) = \mathbb{E}[\theta|\mathcal{F}_t^S] = P'D(t)(PW^*(t) + (D(0))^{-1}Pm)
\]
m = \(\bar{\theta}(0)\), and the matrix \(D(t)\) is a diagonal matrix with diagonal elements \(\delta_i(t)\). The conditional variance-covariance matrix for \(\theta\) is equal to \(P'D(t)P\).

**Proof.** In Appendix A.1. \(\blacksquare\)

For the rest of the paper, we focus on the model of (1)-(8). Investors fully incorporate that learning will occur in the future, and make the appropriate adjustments in their risk aversion (through the term \(A_i\)) to hedge against estimation errors. For example, a *boundedly rational* investor, who treats her time \(t\) perception \(\bar{\theta}(t)\) of the unknown \(\theta\) as if it were the true parameter
value, will adopt the myopic policy

\[ \pi^m(t) = a^{-1}(\sigma')^{-1}\theta(t). \]

Thus, we define the hedging demand as the residual component of the optimal portfolio net of the myopic demand, that is

\[ \pi^h(t) := \hat{\pi}(t) - \pi^m(t) = (\sigma')^{-1}P' [A^{-1}(t) - a^{-1}I] P\theta(t), \]

where \( I \) represents the identity matrix. Finally, taking the conditional expectation in (7) gives

\[ \bar{\theta}_i(t) = \frac{\bar{\alpha}_i(t)}{\sigma_{\epsilon_i}} \]

for \( i = 1, \ldots, n \), and

\[ \bar{\theta}_0(t) = \frac{\bar{\mu}_0(t) - r}{\sigma_0}, \]

which allows us to express our portfolio holdings in terms of alpha, a quantity more familiar in the portfolio management industry. More specifically, if prior alphas of individual securities are uncorrelated with the prior expected return of the market portfolio, a direct analysis of the orthogonal matrix \( P \) shows that individual security holdings depend on the estimated return rates \( \bar{\mu}_i, i = 0, \ldots, n \), only through their estimated alphas, \( \bar{\alpha}_i, i = 1, \ldots, n \), and through \( \bar{\mu}_0 \). This observation is very useful from a practical point of view, since individual alphas are usually easier to estimate than \( \mu_i \)'s.

In the rest of the section, we specialize this model for particular cases and derive the optimal selection problem of an investor who has non-trivial priors on alphas, possibly generated by better access to information, or better ability to process it. Without loss of generality, we only focus on the properties of the strategy at the initial date \( t = 0 \), and when there is no risk of confusion we omit the time dependency of the variables of interest (for instance \( \hat{\pi}_i(0), \pi^m_i(0) \) and \( \bar{\pi}_i(0) \) will simply be denoted by \( \hat{\pi}_i, \pi^m_i \) and \( \bar{\pi}_i \), respectively).
2.1 Uncorrelated priors

In this section, we assume that the prior alpha of each security is independent of the prior alphas of other securities (including the market portfolio). The expression for the optimal portfolio strategy takes on a simple form. We now introduce the result.

**Proposition 1** The optimal investment strategy of a risk-averse investor with incomplete information and uncorrelated priors is given by

\[
\hat{\pi}_i = \frac{\bar{\alpha}_i}{\sigma_{e_i}^2 A_i}.
\]  

(17)

for individual risky securities. The optimal investment in the market portfolio is given by

\[
\hat{\pi}_0 = \frac{\bar{\mu}_0 - r}{\sigma_0^2 A_0} - \sum_{i=1}^{n} \beta_i \hat{\pi}_i
\]

(18)

**Proof.** In Appendix A.2. ■

Equation (17) refers to the extraordinary holdings in security \(i\) due to the abnormal return. Those would be in excess of the investment in \(i\) as part of the market portfolio. We will call these holdings *alpha-driven*. Clearly, when the observed abnormal return \(\bar{\alpha}\) is zero, the investor does not deviate from the traditional ICAPM allocation (the *beta-driven* motive).

A myopic investor would hold

\[
\pi_i^m = \frac{\bar{\alpha}_i}{\sigma_{e_i}^2 a},
\]

(19)

and

\[
\pi_0^m = \frac{\bar{\mu}_0 - r}{\sigma_0^2 a} - \sum_{i=1}^{n} \beta_i \pi_i^m.
\]

(20)

As is well known, this myopic policy corresponds to an investor who perceives a constant investment opportunity set, and invests in any security with positive alpha. The weight of these underpriced securities in the optimal portfolio decreases with idiosyncratic risk and with risk aversion. The myopic weight for the market portfolio has a standard mean-variance component, as in the case of the other securities, which decreases with market volatility and risk.
aversion. Additionally, the market portfolio weight has a second component which penalizes it for positive beta underpriced securities (or negative beta overpriced securities). The intuition here is that when a security is strongly correlated with the market, a positive alpha for that security indicates that one should substitute some weight from the market to that asset. This adjustment is driven by a diversification motive, and is therefore related to individual betas. In particular, zero-beta individual assets do not contribute to this effect.

Finally, as in Treynor and Black (1973), the total proportion of the portfolio invested in the risky securities by a myopic investor (i.e., the sum of (19) and (20)) is affected by the existence of risky securities with non-trivial alpha. Consider, for example, the market portfolio and a single security with positive alpha. If the beta of that security is lower than one, then total holdings in risky assets will be higher than they would be if the security had a zero alpha, and the opposite will hold if the beta of the security is greater than one. This effect also holds for the total proportion of the non-myopic investor (i.e., the sum of (17) and (18)), but incomplete information will smooth this effect (through the presence of $A_i$).

2.1.1 Importance of the hedging demand

The non-myopic investors of (17) and (18) incorporate future learning in their decision. In fact, as we shall illustrate, they perceive a positive autocorrelation in returns, although the true returns are i.i.d. Thus, from (17)-(20), the hedging demand in this context is given by

$$\pi_i^h = \frac{\alpha_i}{\sigma_i^2} a \left[ \frac{(1 - a)d_iT}{a - (1 - a)d_iT} \right],$$  \hspace{1cm} (21)

and

$$\pi_0^h = \frac{\bar{\mu}_0 - r}{\sigma_0^2} a \left[ \frac{(1 - a)d_0T}{a - (1 - a)d_0T} \right] - \sum_{i=1}^{n} \beta_i \pi_i^h.$$  \hspace{1cm} (22)

In the absence of mispricing ($\pi_i = 0$), the hedging demand for an individual security is zero,
while the hedging demand for the market portfolio is
\[
\pi_h^0 = \frac{\bar{\mu}_0 - r}{\sigma_0^2 a} \left[ \frac{(1 - a)d_0 T}{a - (1 - a)d_0 T} \right],
\] (23)
and is non-positive. The intuition behind this result is that observing high (low) realized market returns leads to an upward (downward) revision of expected future market returns. As a result, the investor perceives a positive serial autocorrelation in market returns. In fact, it can be proven that
\[
Var \left[ \log \left( \frac{S_0(t)}{S_0(0)} \right) \right] = \sigma_0^2 t + \sigma_0^2 d_0 t^2,
\]
and thus the cumulative variance of market returns grows in a quadratic fashion with time, making the perceived market returns riskier in the long run than the true i.i.d. returns (the true cumulative return variance grows linearly with the horizon). Consequently, in the absence of mispricing, they invest less in the market portfolio than myopic investors.

Furthermore, in the absence of mispricing, (23) shows that the magnitude (absolute value) of the market hedging demand increases monotonically with the horizon. This is due to the fact that the cumulative variance of the returns grows quadratically with the horizon, so the longer the horizon, the more magnified the risk of the investment opportunity. As a result, non-myopic investors prefer to be conservative and postpone the investment decision. This is because the influence of the true mean on expected utility is higher for long horizons. Later on during the investing lifetime, as the horizon becomes small, the hedging demand converges to zero because estimation errors have a minor effect on expected utility.

Additionally, the smaller the volatility \( \sigma_0 \) of the market portfolio, the larger the hedging component of the demand for the market portfolio. This is because for small volatility in the market portfolio, a mistake in the estimation of its expected return implies a larger mistake in the estimation of the slope of the capital market line faced by the investor.

Now, when there is mispricing, the hedging demand expression in (21) shows that an interpretation similar to that for the market portfolio holds for any individual security. Regarding the market portfolio, (22) shows that, similarly to the myopic policy, the second component
penalizes the hedging component of the demand for the market portfolio.

2.1.2 Impact of introducing a non-trivial alpha

An interesting question is the impact of the introduction of an investment opportunity (non-trivial alpha) on the optimal investment strategy of an investor. In particular, one would like to know whether the investor should optimally withdraw money from the market portfolio holdings or the risk-free holdings to allocate it to the perceived investment opportunity. The following proposition provides very simple insights into the question. For simplicity of exposure, we consider the case of a single investment opportunity, i.e., a mispriced security with abnormal return $\alpha_1$ and beta $\beta_1$.

**Corollary 1** In the setting described above, denote the date $t$ optimal holdings in the market portfolio and risk-free asset in the absence of the investment opportunity as $\pi_{00}^{\alpha=0}$ and $\pi_{B0}^{\alpha=0}$. The changes in holdings due to the introduction of the mispriced security with abnormal return $\alpha_1$ and beta $\beta_1$ are

\[
\Delta \pi_0 : = \pi_{00}^{\alpha_1=0} - \pi_{00}^{\alpha_1\neq0} = \beta_1 \hat{\pi}_1 \\
\Delta \pi_B : = \pi_{B0}^{\alpha_1=0} - \pi_{B0}^{\alpha_1\neq0} = (1 - \beta_1) \hat{\pi}_1
\]

with $\hat{\pi}_1$ as in equation (17). Besides, when $\hat{\pi}_1$ is positive, (i.e., when $\overline{\alpha}_i$ is positive) we have that

\[
\Delta \pi_B \geq \Delta \pi_0 \iff \beta_1 \leq \frac{1}{2}
\]

**Proof.** Straightforward, from

\[
\pi_{00}^{\alpha_1=0}(t) = \frac{\tilde{\mu}_0(t) - r}{\sigma_0^2 A_0(t)} \\
\pi_{B0}^{\alpha_1=0}(t) = 1 - \frac{\tilde{\mu}_0(t) - r}{\sigma_0^2 A_0(t)}
\]

$\blacksquare$
This result appears to have a natural interpretation for hedge fund investors: there seem to be two main reasons behind the success of hedge funds in institutional portfolios (see Schneeweis and Spurgin, 1998 and Amenc, Martellini and Vaissié, 2003, for a detailed study). On the one hand, hedge funds seem to provide diversification with respect to other existing investment possibilities (beta benefit). On the other hand, it is argued that hedge funds provide an abnormal risk-adjusted return (alpha benefit). A question that investors in hedge funds often ask is where they should take the money that they are planning to allocate to hedge funds from. If we consider the investment opportunity to be a hedge fund, we find, from the corollary above, that the introduction of a hedge fund with positive perceived alpha leads investors to optimally withdraw an amount from the money market account larger than that taken out of the market portfolio when the hedge fund has a beta lower than 1/2. Intuitively, this is because the hedge fund becomes less (more) comparable to the market portfolio as its beta decreases (increases). In other words, this result suggests that low-beta hedge funds (e.g., equity market neutral or convertible arbitrage strategies) may actually serve as natural substitutes for a portion of an investor’s risk-free asset holdings, while high beta hedge funds can be regarded as substitutes for a portion of equity holdings.

2.2 Effect of the correlation of priors

In general, investors’ priors on alphas for different stocks may well be correlated. Arguably, the investor uses similar algorithms to come up with priors on the different expected returns and when information about a particular stock triggers a revision of the prior on this stock, the investor will extrapolate the adjustment to priors that have been computed in a similar way. The relationship seems more obvious for priors on expected returns of stocks from the same country or industry, which might reflect a common factor structure. Correlation among priors is also assumed in Stambaugh (2003) and Jones and Shanken (2004). They argue that priors’ correlation is positive. In our analysis we study the case of negative correlation as well because it helps understanding the hedging demand.
In the presence of correlation among priors, it is straightforward to apply (15) in order to compute the optimal weight in each security. However, it is more difficult to derive comparative static results, as well as the economic intuition behind them. For that purpose, we concentrate in the next sub-section on the case in which the prior alphas of mispriced securities are correlated with each other, but uncorrelated with the prior on the expected return of the market portfolio. This specification seems appropriate for the case in which the mispriced securities are low beta hedge funds, for example. In the following sub-section we replicate the example of Brennan and Xia (2001), with correlation among priors on expected returns of individual securities and the market. This example serves to illustrate the importance of the hedging demand, as well as the effect of correlation among priors.

2.2.1 Correlation between alphas

In this section, we focus on the case of two securities that are different from (but included in) the market portfolio. More precisely, there are two securities whose expected returns, and therefore respective \( \alpha \)'s, are not observed by the investor. The investor has priors on those returns that are correlated with each other, but uncorrelated with the prior of the expected market return. The assumption of two assets simplifies notation, but the ensuing results are robust to the case of more than two securities. However, the results depend on the assumption of no correlation between priors on alphas and the prior on the expected market return.

As in the previous section, we use the priors on the market price of risk \( \theta \) (rather than on expected returns). The variance-covariance matrix \( \Delta \) of priors on vector \( \theta \) is given by

\[
\Delta = \begin{pmatrix}
v_0 & 0 & 0 \\
0 & v_1 & \gamma \\
0 & \gamma & v_2
\end{pmatrix}
\]  

(24)

In order to apply Theorem 1, we first need to decompose \( \Delta \) into a matrix \( D \) defined in terms of the non-negative eigenvalues of \( \Delta \), which we denote \( d_0(= v_0) \), \( d_1 \), and \( d_2 \), and in terms
of an orthogonal matrix $P = \begin{pmatrix}
1 & 0 & 0 \\
0 & p & \sqrt{1-p^2} \\
0 & \sqrt{1-p^2} & -p
\end{pmatrix}$, $P'P = I$, such that $\Delta = P'DP$

where $D = \begin{pmatrix}
v_0 & 0 & 0 \\
0 & d_1 & 0 \\
0 & 0 & d_2
\end{pmatrix}$. The relationship between the elements of $\Delta$ and $D$ is given by

$$
\begin{align*}
d_1 &= \frac{v_1 + v_2}{2} + \frac{\sqrt{(v_1 - v_2)^2 + 4\gamma^2}}{2} \\
d_2 &= \frac{v_1 + v_2}{2} - \frac{\sqrt{(v_1 - v_2)^2 + 4\gamma^2}}{2}
\end{align*}
$$

These parameters are necessary to compute $A_i$, whose definition is given by (12) and (13).

Finally, we find parameter $p$ from the following:

1. If $\gamma > 0$, then
   $$
p = \sqrt{\frac{1}{2} + \frac{v_1 - v_2}{2\sqrt{(v_1 - v_2)^2 + 4\gamma^2}}};$$

2. If $\gamma < 0$, then
   $$
p = -\sqrt{\frac{1}{2} + \frac{v_1 - v_2}{2\sqrt{(v_1 - v_2)^2 + 4\gamma^2}}};$$

Therefore, when the securities are uncorrelated and $v_1 > v_2$, we have $p = \pm 1$ (only $p^2$ matters) and when the securities are uncorrelated and $v_1 < v_2$, we have $p = 0$. In general, $p$ is positive when the securities are positively correlated, and negative when negatively correlated. If $v_1 > v_2$, $p$ decreases in absolute value when the correlation becomes more positive or more negative. We are now ready to introduce the optimal alpha-driven (in excess of their participation in the market portfolio) investment policy in these two securities.

**Proposition 2** In a setting with two securities whose priors are cross-correlated, but uncorrelated with the prior on the expected return of the market, the optimal holdings are given

Optimal portfolios are explained by two terms, which depend on $\bar{\alpha}_i/\sigma_{\epsilon_i}$, the appraisal ratio (see Treynor and Black (1973)) perceived by the agent. Since $A_1 > A_2$, the sign of the term that includes the other security’s appraisal ratio depends on the sign of $p$ (this term is non-positive when priors are positively correlated and non-negative when priors are negatively correlated).

It might be optimal to hold a security even when its alpha is negative, if the correlation of its prior alpha and the prior alpha of the other security is negative and the alpha of the other security is positive and sufficiently large. We introduce the following corollary to analyze this result further.

Corollary 2 In the setting described above, when the means of the priors on the alphas of both securities are positive ($\bar{\alpha}_i > 0$), and the priors are negatively correlated ($p < 0$), the following results hold:

1. Optimal investment in each security is higher than in the uncorrelated case.

2. Optimal investment in one stock increases with an increase in the perceived appraisal ratio of the other stock.


The first part of the corollary is intuitive and shows that investors diversify their portfolios in order to take advantage of the correlation in the priors, as is also the case with the correlation in their returns. The second part of the corollary suggests complementarity of the investment in the two securities.
The intuition behind these results is that prior correlation induces two effects.

The first effect is a “cross-learning” effect: learning about a given alpha is faster when learning occurs simultaneously for a correlated alpha, and hence it is equivalent to decreasing the uncertainty around each individual alpha. Consequently, cross-learning induces an incentive to overweight both securities relative to the uncorrelated case. For instance, the positive overweighting due to cross-learning for security 1 is defined as the difference between the first term in (26) and the corresponding term in the case of zero correlation, and is equal to

\[
\frac{1}{\sigma_{\varepsilon_1}} \left[\left(\frac{p^2}{A_1} + \left(1 - p^2\right)/A_2\right) - 1/A_1^0\right] \frac{\overline{\alpha}_1}{\sigma_{\varepsilon_1}},
\]

where \(A_1^0 = a - (1 - a)Tv_1\). This term increases with the appraisal ratio of the security and decreases with idiosyncratic risk (see Appendix A.4).

The second effect represents hedging of the estimation risk. When the correlation between priors is negative, the investor holds more of one security the higher the appraisal ratio of the other security, in case of a mistake in the estimation of the appraisal ratio. For instance, the incremental weight of security 1 with respect to the uncorrelated case is given by

\[
\frac{1}{\sigma_{\varepsilon_1}} p\sqrt{1 - p^2} \left(\frac{1}{A_1} - \frac{1}{A_2}\right) \frac{\overline{\alpha}_2}{\sigma_{\varepsilon_2}}.
\]

It turns out that when alpha priors are negatively correlated, both the cross-learning effect and the hedging effect give the same overweighting incentives. When alpha priors are positively correlated, the two effects imply opposite incentives, as the following corollary shows.

**Corollary 3** In the setting described above, when the mean of priors on the alphas of both securities are positive (\(\overline{\alpha}_i > 0\)), and the priors on the alphas are positively correlated (\(p > 0\)), the following results hold:

1. Optimal holdings in each security may be higher or lower than in the uncorrelated case.

2. Optimal holdings in one security decrease with an increase in the perceived appraisal ratio of the other stock.
Proof. Straightforward to verify. ■

The first part of the corollary reflects the conflicting incentives of the cross-learning effect and the hedging effect. For example, it may be optimal to short security 1 even if its expected alpha is positive when the expected alpha of security 2 is very high. Under such circumstances, optimal holdings in security 1 will obviously be lower than in the uncorrelated case. On the other hand, optimal investment in security 2 may be higher than in the uncorrelated case because the cross-learning effect dominates the hedging effect. In that sense, the relative expected alpha is more important than the absolute expected alpha.

The second part of the corollary shows that the hedging effect gives an incentive to replace investment in security 1 with investment in security 2.

2.2.2 An example

In order to gain some insight into the implications of the correlation of priors on optimal portfolio weights, we compute optimal portfolios in a setting that consists of the risk-free asset, the market portfolio and the Fama and French SMB and HML portfolios. We mimic the calibration from Brennan and Xia (2001): we take the statistics for the Fama and French portfolios, collected in table 1, from their paper. Optimal portfolios for a twenty-year investment horizon are presented in table 2. Following the approach in Brennan and Xia (2001), we use the returns variance/covariance matrix divided by the sample size as the prior variance/covariance matrix. The resulting correlation coefficients are reported in the last three columns of table 1. These are the correlations we use to derive the optimal portfolios of table 2. Since we have an explicit expression, we observe that the numerical method in Brennan and Xia (2001) overestimates the weight to the market (depending on the degree of risk aversion, from 3% to 8% additional proportion of wealth), and SMB (from 14% to 20% additional weight), while it underestimates the weight in HML (from 13% to 17%). We point out that the hedging magnitude for SMB is less than half the hedging demand if no prior correlation is taken into account. This suggests that the effect of prior correlation is substantial, especially for low degrees of risk aversion. In our base case (see table 2) the magnitude of the hedging demand for the index could be as
high as 35% of the myopic allocation. We also find that the correlation among the alpha priors is one important factor that affects the portfolio weight. In our base case, taking into account the prior correlation can magnify the magnitude of the hedging demand by as much as 188% (for the SMB) or reduce it by as much as 32% (for the index). More generally, this example illustrates the massive effect of cross-learning and hedging.

3 Applications Using Analysts’ Recommendations

The key parameter in the optimal asset allocation formula derived in the previous section is the alpha of the stock. In order to test the usefulness of the formula, we need estimates of the alphas of available securities. An obvious candidate is analysts’ buy/sell recommendations, whose objective is to point out stocks whose prices are out of equilibrium. In this section we use analysts’ recommendations and perform two different (and complementary) exercises, which we label “ex ante” and “ex post,” respectively. For both types of exercise, we use analysts’ recommendations as estimates of the alphas. Since analysts’ recommendations are only expressed in qualitative terms (strong buy, buy, hold, sell, strong sell) we need a mapping to transform the recommendations into numerical alphas, which we will explain later. Once we have the alphas, the formula provides us with an optimal asset allocation rule.

In the “ex ante” exercise, the question we ask is whether the formula, which computes the optimal asset allocation strategy for an investor with CRRA preferences, is actually useful for practical purposes. We follow the idea of Kandel and Stambaugh (1996), who study the welfare implications of sample evidence of predictability in stock returns. More explicitly, the exercise we perform is the following: let us assume that preferences are of the CRRA type; then, we compute what the difference in utility would be between the optimal allocation strategy and some alternative “naive” strategy, for given parameter values, estimated from the data: the particular strategies we consider are versions of “go long the buy recommendations and short the sell recommendations.” This exercise gives us a measure of the usefulness of the formula for actual financial values.
In our “ex post” exercise we try to address the economic usefulness of analysts’ recommendations more directly. Some papers on analysts’ recommendations have shown that stocks favored by analysts outperform stocks disfavored by analysts based on ad-hoc portfolio construction rules (see for example, Barber, Lehavy, McNichols, and Trueman 2001, and Jegadeesh, Kim, Krische and Lee 2004, among others). While very informative on the quality of analysts’ forecasts, these studies do not address the issue of their economic value. Since our “ex ante” exercise assumes that the alphas derived from analysts’ recommendations are correct, we complement it with an “ex post” exercise. As in the static “ex ante” exercise, we take analysts’ recommendations as estimates of alpha priors, but in this exercise we update portfolios as analysts update their recommendations and we compute, “ex post,” the actual utility resulting from following the dynamic strategy implied by the time series of analysts’ recommendations.

The data, the mapping of the recommendations into alphas, and the parameter estimation, are common to both exercises. We describe them next. We then explain our results for the “ex ante” and “ex post” exercises, respectively.

3.1 The Data Set

We use IBES data on analysts’ recommendations, which are reported every month, to compute alphas. We explain the mapping of recommendations into alphas in the next subsection. We use CRSP monthly returns for individual stocks. We use CRSP value-weighted index monthly returns for the market portfolio. Finally, we use one month T-Bill returns, also from CRSP, as a proxy for the risk-free rate. The time frame for our study is constrained by the available time series from IBES, which covers the period November 1993 to December 2003.

The Summary History-Recommendation file from the IBES database contains a monthly snapshot of each company followed by sell-side analysts whose brokerage firm provides data to IBES. This database tracks, at mid-calendar month, the number of analysts following the stock, the average consensus rating level on a 1 to 5 scale (where 1 is a “strong buy” and 5 is a
“strong sell”) and its standard deviation for the stock, and the number of analysts upgrading
and downgrading their rating in the month.

The total number of stocks in the database is 10,660. Of these, only 7,895 have returns
available in CRSP. We then filter out all stocks for which the number of covering analysts is too
low. We exclude from the database all stocks for which the average coverage over the period
is lower than 5. The average number of analysts for the remaining 2,280 stocks is 9.62, and
the standard deviation is 5.32. The average recommendation (usually called “the consensus”)
is 2.03, corresponding approximately to a “buy” (a “buy” recommendation is referenced as a
2), with a low dispersion (standard deviation equal to 0.38). The average dispersion around
the consensus in our database is 0.63, with a standard deviation equal to 0.17.

3.2 Computing Alphas and Estimating other Parameters

We use the time-series of analysts’ average recommendations, or consensus, as a proxy for the
time dynamics of stock $i$ alpha ($\pi_i(t)$). One problem is that analysts do not provide the market
with estimates for alphas, but rather with qualitative recommendations. Consider the scaling
factor $\omega$ (omega): We map analysts’ recommendations into alphas by applying the following
scale: $1 =$ Strong Buy, corresponds to $+2%/\omega$ annual alpha, $2 =$ Buy, corresponds to $+1%/\omega$
annual alpha, $3 =$ Hold, corresponds to $0%$ annual alpha, $4 =$ Sell, corresponds to $-1%/\omega$
annual alpha, $5 =$ Strong Sell, corresponds to $-2%/\omega$ annual alpha. The scaling factor $\omega$ allows
us to perform a comparative static analysis to check the robustness of our mapping (see tables
3, 5 and 6). This method is referred to as “raw alpha” in the tables below.

Financial analysts’ recommendations are biased, which can be seen from the fact that they
are “optimistic” as a whole: the average recommendation across stocks turns out to be 2.03,
which approximately corresponds to a “buy” recommendation. Since the purpose of the “ex
post” exercise is to assess the economic usefulness of the analysts’ recommendations, for that
exercise we extend our analysis in two directions, in order to address this concern over analysts’
optimism.
We first subtract from each alpha the mean value of alpha across the 2280 stocks, so that we center alpha estimates

$$\alpha_i \rightarrow \alpha_i - \frac{\sum_{j=1}^{n} \alpha_j}{n},$$

where $n = 2280$. This method is referred to as “centered alpha” in table 5. This method allows us to obtain an average alpha which is equal to zero by construction.

Secondly, we also consider changes in recommendations, rather than recommendations themselves, in the “ex post” exercise. In other words, rather than using the actual raw alphas, we use changes in raw alphas. By considering trading strategies that buy upgraded stocks and sell downgraded stocks we follow the guidelines of some recent research (e.g., Jha, Lichtblau and Mozes, 2003, and Jegadeesh, Kim, Krische and Lee, 2004) that has actually shown that changes in recommendations are more informative than recommendations themselves. The rationale is that while the level of analysts’ recommendations on a given stock may be tied to the analysts’ own interests, and therefore may be less credible to investors, changes in analysts’ recommendations on a given stock are more likely to reflect their changing perception of the stock’s fundamentals. This method is referred to as “change in alpha” in table 5.

Another set of parameters we need in our model is the variance-covariance matrix of the alphas’ priors. With respect to the variances, a possible estimate would be the dispersion of analysts’ recommendations, readily available from the IBES database. However, very often all recommendations on a given stock are identical. For that reason, we use instead the average value of dispersion of analysts’ recommendations over the whole sample period for each security. We estimate it at 0.066257%, which for $\omega = 15$ corresponds approximately to 1%, versus the 2% for a strong buy recommendation. Additionally, we assume that priors are uncorrelated.\textsuperscript{11}

We assume that analysts have superior information about company-specific risk and that is the reason why investors would use alphas based on their recommendations. However, investors, like analysts, have incomplete information about market risk and we therefore also have to deal with the estimates of $\bar{\mu}_0(t) = E[\mu_0|\mathcal{F}^S_t]$ and $Var[\mu_0|\mathcal{F}^S_t]$. At the initial date, we use the sample mean of the CRSP value-weighted index in the first three years’ worth of data.
as an estimate for the uncertain expected return on the market. We then use the fact that this estimator is asymptotically normally distributed, with a mean equal to the true value and a standard deviation equal to $\frac{\sigma_0}{\sqrt{n}}$, where $n$ is the sample size (36 monthly data points here) and $\sigma_0$ is the estimate for the market volatility. Finally, we use a Bayesian update of the market’s expected return and the uncertainty around that value based on prices.

As we explained above, we use the time series of analysts’ recommendations and assume that they are consistent with Bayesian updating based on the superior information on firms’ specific risk.

Finally, for individual security parameter estimates (variances and covariances), we use the previous three years of data for each month.

### 3.3 “Ex Ante” Exercise

In this exercise we wish to have an idea of the usefulness of the optimal investment strategy derived in this paper by comparing the expected utility resulting from the optimal strategy with the expected utility from some simpler strategy, which we call “naive.” In order to determine the utility loss due to the sub-optimal strategy, we compute the certainty equivalent, as first suggested in McCulloch and Rossi (1990). The basic idea of the “naive” strategy we consider here involves taking a long position in securities with a “buy” recommendation and a short position in securities with a “sell” recommendation. For the optimal strategy, we take analysts’ recommendations as indicators of alphas (the alphas we have defined as raw alphas). Additionally, we estimate the values of the other parameters in the model as explained before. We then compute the monetary compensation (“certainty equivalent”) which would make the expected utility of a risk-averse investor who follows the “naive” strategy equal to the expected utility that the same investor would achieve using the optimal strategy derived in this paper. More explicitly, suppose that we have $n_L$ securities with positive recommendations and $n_S$ with negative recommendations. Additionally, we denote by $x_L, x_S, x_M$ and $x_f$, the constant proportions of the total wealth of the investor to be allocated in the securities with
positive recommendations (long positions), negative recommendations (short positions), the market portfolio, and the riskfree security, respectively. Therefore, \( x_L - x_S + x_M + x_f = 1 \).

We assume that the investor will invest a constant proportion \( x_L/n_L \) in each security with positive recommendation and will shortsell each security with a negative recommendation for an amount equal to a constant proportion \( x_S/n_S \). Therefore, the expected utility of an investor who follows this strategy depends on \( x_M, x_f, x_L, x_S, n_L \) and \( n_S \). In the Appendix we derive the expected utility of an investor with CRRA and degree of risk-aversion \( a \), for given parameter values. Expected utility according to the “naive” strategy is given by equation (52). The expected utility resulting from the optimal asset allocation decisions from equations (17) and (18), also for given parameter values, is given in equation (54). For a given initial wealth \( X(0) \), we find the amount \( \xi \) that equals the expected utility for \( X(0) + \xi \) resulting from equation (52) to the expected utility that would result from (17) and (18) for \( X(0) \). We normalize \( X(0) = 1 \) so that we report the percentage increase in wealth necessary for the “naive” strategy to match the expected utility that results from the optimal strategy.

We perform several comparisons (for different “naive” strategies). For all of them, in order to obtain robust results, we construct a time series of expected utilities according to each method, “naive” strategy and optimal strategy. Since we have monthly data, we repeat the exercise every month. So, after each set of monthly recommendations, for our parameter estimates, we have a measure of the certainty equivalent that equals the expected utility of the “naive” and optimal strategies. The numbers we report are the average of the two time series.

In tables 3 and 4 we report, for different degrees of risk aversion, and different horizons, the increase in utility that results from switching from a “naive” strategy to the optimal strategy. We assume that the investor has perfect information about the market expected return (computed as explained before). Additionally, we assume that the proportion of wealth invested in the market portfolio in the “naive” strategy, \( x_M \), is the optimal allocation in the Merton (1971) model. This makes the comparison between “naive” and optimal strategies more appropriate. Additionally, the certainty equivalent will be higher than the one we compute if the allocation
to the market portfolio deviated from this optimal proportion.

In table 3 we assume a “naive” strategy that invests a fixed proportion of 60% in individual stocks that have alphas different from zero (according to analysts’ recommendations), with a breakdown of a long position equivalent to 80% of the value of the portfolio and a short position equal to 20% of the value of the portfolio. The allocation to the market portfolio is as explained before. The allocation into the riskfree security (long or short) is the corresponding balance. We consider three possible mappings of the analysts’ recommendations into alphas, given by the values of the parameter $\omega$, defined before. For panel A the “naive” strategy involves taking a long position in all securities with a recommendation lower than 3 and a short position in all securities with a recommendation equal to or greater than 3 (we include value 3 here to compensate for the fact that most analysts recommendations are 1 and 2). In panel B, the “naive” strategy involves holding a long position on stocks with an average recommendation equal to or less than 2.5 and a short position in stocks with an average recommendation equal to or greater than 3.5. Certainty equivalents are higher in panel B, due to the use of more securities, but just marginally, since their alphas are small (in absolute value). Overall, certainty equivalents are substantial in general, and in some cases huge. Additionally, certainty equivalents increase with alphas (which is the result of a decrease in the parameter $\omega$), since the optimal strategy maximizes the utility resulting from a better investment opportunity set. Certainty equivalents are the highest for the lowest risk aversion, $a = 2$. Obviously, since the “naive” strategy is arbitrarily constrained, the opportunity cost is higher for the low-risk aversion investor, who would take greater advantage of the investment opportunities. As expected, the certainty equivalent is higher the higher the horizon, since the optimal strategy greatly benefits from learning.

In table 4 we present the utility gain for different breakdowns of the “naive” strategy across stocks with positive or negative recommendations. Other assumptions are like in panel A of table 3, for $\omega = 25$. The results are consistent with those in table 3. However, we observe that when the long position on securities with positive alphas is very high (as, for example, in panel C of table 4), the certainty equivalent is highest for the investor with the highest risk-aversion,
which indicates that the arbitrary allocation across individual securities greatly differs from what a high-risk averse investor would optimally choose.

3.4 “Ex Post” Exercise

In the “ex ante” exercise we tried to assess the usefulness of the formula derived in this paper. In this exercise we try to derive some conclusions about the usefulness of the analysts’ recommendations themselves. Our objective is to measure the effect of recommendations on the actual utility realization of an investor who uses the time series of recommendations for dynamic updates of the portfolio set up according to the formula derived in this paper. The alternative we consider here is an optimal passive strategy that splits portfolio holdings between the market and the risk-free asset as described in Merton (1971). As in the “ex ante” exercise, we compute the certainty equivalent that added to initial wealth $X(0) = 1$ yields the same utility for the passive strategy we just described as the optimal strategy. Since the formula is expressed in expected utility terms, we compute the “ex post” expected utility, as we explain later.

The main theoretical problem we face in order to translate our model to this setting is the fact that in our model the time series of alphas are the result of pure Bayesian updating using security prices. However, in practice, we observe the whole time series of analysts’ recommendations and this time series does not have to match the time series that would result from taking the initial analyst recommendation, expressing it as the initial alpha, and updating it according to the information resulting from prices. In order to reconcile the alphas resulting from analysts’ recommendations with the time series that would result from pure Bayesian updating, we assume (investors assume) that the time series of analysts’ recommendations is the result of their Bayesian update of the specific risk of the securities. This assumption is supported by recent findings by Markov and Tamayo (2003) who report evidence that the serial correlation pattern in analysts’ quarterly earnings forecast errors is consistent with an environment in which analysts face parameter uncertainty and learn rationally about the para-
We argue that analysts are more informed on the specific risk of the company, which we model as the Brownian motion process $W_{\sigma_i}$, than the investors. On the other hand, we assume that analysts, like investors, do not observe the market risk, the factor that we model as the Brownian motion process $W_0$ in equation (2).

The remaining problem is the fact that we have data corresponding to a single realization of the random returns, while our model considers an expected utility setting. We address this problem by randomly forming portfolios and averaging across them. In particular, we randomly group securities into ten thousand portfolios of fifty securities each. For each portfolio, we compute the utility resulting from optimal allocation among the market, the riskfree security and the securities in the portfolio. We finally estimate the “ex post” utility as the average of the ten thousand realizations. With respect to the passive strategy, we use the single path we observe and compute the final utility to get the certainty equivalent.\(^\text{16}\)

First, for the base case we use the first three years of the sample to estimate parameter values and then the last six years to compute wealth realizations, with monthly updates. The horizon is therefore six years and the risk aversion, $a = 5$. We get ten thousand realizations (one for each portfolio) and we average across them. These results are presented in table 5, for different values of $\omega$, the parameter that characterizes our mapping of recommendations into alphas and for different computations of alphas, as explained above. Analysts’ recommendations seem to generate small positive utility gains, with a maximum reached for some value of omega. The results are similar for all three methods. As expected, we verify that the certainty equivalent gain goes to zero as $\omega$ increases, since the active portfolio converges to the passive portfolio.

We perform another exercise. For each of the portfolios we use in the previous exercise, we rank the securities according to the number of analysts covering each of them. We then split the portfolio in two, including the upper half of the list in one portfolio and the lower half in another. We then repeat the exercise with the portfolios that have securities with high coverage and then, independently, with the portfolios that have securities with low coverage. We use the parameters in our base case, and do the exercise for all three methods described
above to compute the alphas. We report the results in table 6. When we use “centered alphas” and “raw alphas,” recommendations for securities with high coverage are more useful than recommendations for securities with low coverage. The result is reversed when we use “change in alphas.” The difference in average utility is always statistically significant at the 1% level, except for the case in which we used “centered alphas” (see associated p-values in the last column of table 6).

Our exercise indicates that, for securities with high coverage, using “raw alphas” is the best way to construct portfolios, while for securities with low coverage it is “change in alphas.” Our exercise also indicates that the certainty equivalent gain resulting from portfolios of securities with high coverage constructed with “raw alpha” is much higher than the certainty equivalent gain from portfolios of securities with low coverage constructed with “change in alphas.” Interestingly, while previous literature has documented that the predictive power of changes in alphas is stronger than that of alpha levels (for example, Jegadeesh, Kim, Krische and Lee 2004), our exercise suggests that level alpha may be a better input when we consider securities with high coverage. It appears that the competition among analysts increases the quality of their recommendations. A possible explanation might be that in this case recommendations will not be as affected by possible conflicts of interest.\textsuperscript{17} This result is interesting because it would seem reasonable to expect higher value in the work of analysts for securities with less coverage.\textsuperscript{18}

4 Extensions

In this section we briefly examine several directions in which it is possible to extend our results related to the formula (15).

4.1 Multi factor models

The formulas derived in the theoretical part of the paper can be extended to the case of more than two factors, which is frequently considered in the literature. More explicitly, we assume
that there are \( n \) risky assets, with prices \( S_i, i = 1, \ldots, n, \) and one risk-free asset with interest rate \( r. \) The risky assets are driven by \( n \geq 2 \) independent Brownian motions \( W_i, \) so that the market is complete. The first \( k \) assets are considered to be the factors, and each of them is driven by a single and different Brownian motion. This entails no loss of generality since, in the complete market case, we can replicate any given portfolio (or factor). Each of the other assets is driven by these \( k \) factors and by one additional and different Brownian motion, representing idiosyncratic risk specific to the given asset. More precisely, we assume the following dynamics:

\[
\frac{dS_i}{S_i} = \mu_i dt + \sigma_{ii} dW_i, \quad i = 1, \ldots, k, \tag{28}
\]

\[
\frac{dS_{k+i}}{S_{k+i}} = \mu_{k+i} dt + \sum_{j=1}^{k} \sigma_{k+i,j} dW_j + \sigma_{k+i,k+i} dW_{k+i}, \quad i = 1, \ldots, n - k. \tag{29}
\]

We denote by \( A(t) \) the diagonal matrix which has \( 1/A_i(t) \) as its diagonal elements, where \( A_i(t) \) is as before. Also as before, we perform a matrix decomposition of the variance covariance matrix of priors. Then, by Theorem 1,

\[
\hat{\pi}(t) = (\sigma')^{-1} P' A^{-1}(t) P \theta(t). \tag{30}
\]

Assume that the priors on the drifts are uncorrelated, and, for simplicity, that \( \nu_1 > \nu_2 > \ldots > \nu_n \) so that \( P \) is the identity matrix. In this case

\[
\delta_i(t) = \frac{\nu_i}{1 + \nu_i t}
\]

where \( \nu_i \) is the prior variance. For a triangular matrix \( \sigma \) we can easily compute its inverse \( \sigma^{-1}. \) For illustration, here is \( \sigma^{-1} \) when there are two factors and two additional assets (the general
case is an obvious generalization):

\[
\sigma^{-1} = \begin{pmatrix}
\frac{1}{\sigma_{11}} & 0 & 0 & 0 \\
0 & \frac{1}{\sigma_{22}} & 0 & 0 \\
-\frac{\sigma_{31}}{\sigma_{11}\sigma_{33}} & -\frac{\sigma_{32}}{\sigma_{22}\sigma_{33}} & \frac{1}{\sigma_{33}} & 0 \\
-\frac{\sigma_{41}}{\sigma_{11}\sigma_{44}} & -\frac{\sigma_{42}}{\sigma_{22}\sigma_{44}} & 0 & \frac{1}{\sigma_{44}}
\end{pmatrix}.
\]

Also, we have \((\sigma')^{-1} = (\sigma^{-1})'\). From this we can find the matrix \((\sigma')^{-1}A^{-1}\sigma^{-1}\) and, using formula (15), we can find the optimal portfolio proportions. In particular, let us define

\[
\beta_{ij} = \frac{\sigma_{ij}}{\sigma_{jj}}, \quad \bar{\alpha}_i(t) = \bar{\mu}_i(t) - r - \sum_{j=1}^{k} \beta_{ij}(\bar{\mu}_j(t) - r), \quad i = k+1, \ldots, n, \quad j = 1, \ldots, k.
\]

Then, the optimal proportions to be held in the non-factor assets at time \(t\) are given by

\[
\hat{\pi}_i(t) = \frac{1}{A_i(t)\sigma_{ii}^2}\bar{\alpha}_i(t).
\]

### 4.2 Residual correlation

Following the empirical literature on Bayesian performance evaluation (See Baks, Metrick and Wachter (2001) and Pástor and Stambaugh (2002)), we have assumed that factor model residuals are non-correlated. In this literature, these assumptions are made to facilitate the computation of the posteriors (or their simulations in the case where the specification of priors is not conjugate) and also to preclude the estimation problem of the large residual covariance matrix. Perhaps more importantly, the joint effect of the assumptions of no correlation among priors and no correlation among residuals decouples the learning of the alpha of one security from the learning of the alpha of any other security. This is a particularly desirable property from an empirical perspective, since it implies that the history of returns of a given security is sufficient to update its alpha, and therefore the survival bias may be neglected. Stambaugh
(2003) and Jones and Shanken (2004) address this issue and incorporate some correlation among alphas and among residuals. We now extend our results to the case of correlation among residuals. Keeping the same dynamics (1) for the market portfolio, we model the \( n \) assets prices as

\[
dS_i/S_i = \mu_i dt + \sigma_i dW_0 + \sigma_{\varepsilon_i} dW_i + \ldots + \sigma_{\varepsilon_i} dW_n, \quad i = 1, \ldots, n,
\]

where \( \sigma_{\varepsilon_{i,j}} \) represents the residual risk covariance. We denote by \( \sigma_{\varepsilon} = (\sigma_{\varepsilon_{i,j}})_{(i,j)} \) the \((n \times n)\) residual volatility matrix formed by stacking the row vectors of residual volatilities of the assets.

Due to residual correlations, the relationships (7) and (8) between alphas and thetas transform into

\[
\theta = \begin{pmatrix}
\sigma_0^{-1} & 0 \\
0 & \sigma_{\varepsilon}^{-1}
\end{pmatrix}
\begin{pmatrix}
\mu_0 - r \\
\alpha
\end{pmatrix},
\]

where \( \alpha = (\alpha_1, ..., \alpha_n)' \) is the column vector of alphas. Thus the assumption of no correlation among the priors of risk premia (thetas) is different from the assumption of no correlation among the priors of alphas and expected market return.

In order to isolate the effect of residual correlation, we state our results in a context of no correlation among the priors on alphas and expected market portfolio return. In the following proposition, we denote by \( \eta_0 \) the variance of the prior on \( \mu_0 \), by \( \eta_i \) the variance of the prior on \( \alpha_i \), for \( i = 1, \ldots, n \), and by \( D_\eta \) the \((n \times n)\) diagonal matrix \( \text{Diag}(\eta_1, \ldots, \eta_n) \).

**Proposition 3** In the setting described above, with uncorrelated priors on alphas and the
expected market return, the optimal investment strategy is given by

\[
\begin{pmatrix}
\hat{\pi}_1 \\
\vdots \\
\hat{\pi}_n 
\end{pmatrix} = (a\sigma_i \sigma_i' - (1 - a)TD)\bar{\alpha},
\]

(31)

\[
\hat{\pi}_0 = \frac{\bar{\mu}_0 - r}{a\sigma_0^2 - (1 - a)T\eta_0} - \sum_i \beta_i \hat{\pi}_i.
\]

(32)


Equation (31) illustrates that the optimal weight in each mispriced security consists of an appropriate combination of the alphas. The structure of the weights is similar to the case analyzed in Section 2.2.1. In particular, cross-learning is induced here by the residual correlation. Thus, even if the alpha priors are uncorrelated, the alpha posteriors will in general be correlated, due to residual correlation. The investor then incorporates the future correlation in the optimal allocation and in that sense residual correlations play a similar role to correlation among prior alphas. Equation (32) reflects the weight in the market portfolio and as in the correlated prior case, there is a penalty in the market weight due to mispricing.

4.3 Intertemporal consumption

While a portfolio problem with no intermediate consumption is a good model for the active management industry, consumption withdrawal may be of interest in other contexts. Our methodology may accommodate intertemporal consumption.

We assume that the utility function of the investor is

\[
\int_0^T e^{-\kappa t} \frac{t_1^{1-a}}{1-a} dt,
\]

where \(\kappa\) is a time discount rate. We show in Appendix A.6 that the optimal strategy for the model (1)-(8) at time \(t = 0\) is
\[ \pi^c = \int_0^T \phi(0, u, m, D) \, \pi(0, u) \, du, \]  

(33)

where

\[ \pi(0, u) = (\sigma')^{-1} P'A^{-1}(0, u) Pm, \]

denoting by \( A^{-1}(0, u) \) a diagonal matrix whose i-th element on the diagonal is given by

\[ \frac{1}{a - (1 - a)d_i u}, \]

and where \( \phi \) is a non-negative weighting function defined in Appendix A.6 and satisfying

\[ \int_t^T \phi(0, u, m, D) \, du = 1. \]

Note that Theorem 1 implies that \( \pi(0, t) \) is the time zero optimal strategy of a fictitious terminal wealth investor who does not care about consumption prior to the horizon \( t \) and with identical risk aversion. Thus, expression (33) allows us to interpret the optimal strategy for the withdrawal consumption investor as a weighted average of the optimal strategies of a continuum of terminal wealth investors with a horizon that increases from 0 to \( T \) and with otherwise identical characteristics. Although it is outside the scope of this paper, it is interesting to note that Wachter (2002) obtained the same relationship between the withdrawal consumption and terminal wealth investors’ portfolio strategies when expected returns are mean reverting.

Finally, as the investing lifetime goes toward infinity, the optimal portfolio weight converges monotonically to a positive constant for the intermediate consumption case, unlike the terminal wealth case where the optimal weight converges to zero. This constant investment in the risky assets is required to support a subsistence consumption level.
5 Conclusions

In this paper we present an analytic expression for the optimal portfolio of a non-myopic agent that has incomplete information about the abnormal expected returns (“alphas”) of the securities in the opportunity set. Our theoretical result can be interpreted as a dynamic version of the Treynor and Black (1973) formula. We show that the hedging component is an important part of the optimal portfolio, especially for long horizons. Our formula only requires simple computations and this allows us to do two empirical exercises, using analysts’ recommendations on a large sample of stocks. In an “ex ante” exercise, we show that using a naive strategy instead of the formula produces substantial utility losses, especially if the degree of risk-aversion is low and the horizon is long. In an “ex post” exercise, we find that analysts’ recommendations do not appear to be overly valuable. However, recommendations are more useful when a large number of analysts are covering a stock. Finally, we are able to extend our formula to the case of intertemporal consumption, multiple factors and residual correlation.
A Appendix

A.1 Proof of Theorem 1

We denote by \( X(t) = X^{\pi}(t) \) the wealth process of the investor using strategy \( \pi \) and starting with initial wealth \( x \). From the definition of \( W^*(t) := W(t) + \theta t \), we see that the risky asset prices satisfy the dynamics

\[
dS_i(t) = S_i(t) \left[ rdtdt + \sum_{j=0}^{n} \sigma_{ij} dW_j^*(t) \right].
\] (34)

From this we see that the process \( W^* \) generates the price filtration \( \mathcal{F}^S \). We want to reduce the problem to the full information case. We replace the original Brownian motion with the so-called innovation process from the filtering theory, and defined by

\[
\bar{W}(t) := W(t) - \int_0^t (\bar{\theta}(s) - \theta) ds \equiv W^*(t) - \int_0^t \bar{\theta}(s) ds.
\] (35)

It is known that the \((n+1)\)-dimensional innovation process \( \bar{W}(\cdot) \) is a \( \mathcal{F}^S \)-Brownian Motion.

We are in the setting of the well known Kalman-Bucy filter, and the filtering theory (Lipster and Shiryayev (2001), Thm 10.3) tells us that the conditional expectation \( \bar{\theta} \) is given by equation (16), and that \( P'\bar{D}(t)P \) is the conditional variance-covariance matrix of the risk-premium \( \theta \).

As is also well known, the wealth process in this model satisfies the dynamics

\[
dX = rXdt + \pi'X[\sigma \theta dt + \sigma dW].
\]

We see that this can also be written as

\[
dX = rXdt + \pi'X[\bar{\theta} dt + \sigma d\bar{W}].
\] (36)

Therefore, with this formulation we are in the context of full information, since \( \bar{\theta}(t) \) is observable. Thus, we can use the methods of the theory developed for the full information case,
simply by replacing θ with \( \bar{\theta} \) and \( W \) with \( \bar{W} \). In order to do this, we consider the “risk-neutral density” process

\[
\bar{Z}(t) := \exp \left( -\int_0^t \bar{\theta}'(s)d\bar{W}(s) - \frac{1}{2} \int_0^t |\bar{\theta}(s)|^2 \, ds \right)
\]

and the “state-price” process

\[
\bar{\xi}(t) = e^{-rt} \bar{Z}(t).
\]

It is easily shown by Itô’s rule that \( \bar{\xi}X^{x,\pi} \) is a \( P \)-martingale process with respect to the price filtration as long as \( E \left[ \int_0^T |\pi(s)|^2 \, ds \right] < \infty \), a.s. We may now recall and use the martingale/duality approach to utility maximization, as developed by Cox and Huang (1989), and Karatzas, Lehoczky and Shreve (1987). First, note that we have

\[
U'(x) = x^{-a}, \quad I(z) := (U')^{-1}(z) = z^{-\frac{1}{a}}.
\]

Then, using the martingale/duality method, the optimal terminal wealth for our problem is given by

\[
\hat{X}(T) = ce^{\frac{x-1}{a}rT} I(\bar{\xi}(T)) = \frac{x}{E \left[ \bar{Z}^{\frac{a-1}{a}}(T) \right]} \bar{Z}^{-\frac{1}{a}}(T)e^{rT}.
\]

Here, the constant factor \( c := x/E[\bar{Z}^{\frac{a-1}{a}}(T)] \) is chosen so that the budget constraint \( E[\hat{X}(T)\bar{\xi}(T)] = x \) is satisfied. Since \( \bar{\xi}X \) is a \( P \)-martingale with respect to the price filtration, denoting \( E_t \) the expectation conditional on \( \mathcal{F}^\mathcal{S}_t \), this gives the following expression for the optimal wealth process:

\[
\bar{\xi}(t)X^{\hat{x},\pi}(t) = c \cdot E_t \left[ \bar{\xi}^{\frac{a-1}{a}}(T) \right].
\]

Denoting by \( E^* \) the expectation under the probability \( P^* \) under which \( W^* \) is a martingale, the Bayes rule (Karatzas and Shreve (1991)) can be used to show that

\[
E^*_t[Y] = \frac{1}{Z(t)} E_t[Y \bar{Z}(T)] ,
\]
for a random variable \( Y \) measurable with respect to \( \mathcal{F}^S_T \). From this we get

\[
X^{x,\hat{\pi}}(t) = c \cdot E_t \left[ e^{-r(T-t)} \tilde{Z}^{-\frac{1}{2}}(T) \right] = ce^{rt} e^{-\frac{a+1}{2}rT} \tilde{Z}^{-\frac{1}{2}}(t) \cdot Y_{-\frac{1}{a}}(t),
\]

where

\[
Y_\alpha(t) := E_t^* \left[ \left( \frac{\tilde{Z}(T)}{\tilde{Z}(t)} \right)^\alpha \right].
\]

Thus, in order to find the optimal wealth we need to compute \( Y_\alpha(t) \). This is done in the following crucial lemma.

**Lemma 1** For all \( \alpha \geq -1 \), we have

\[
Y_\alpha(t) = \prod_{i=0}^{n} g_\alpha(T-t, (P\tilde{\theta}(t)))_i, \delta_i(t)), \quad 0 \leq t \leq T,
\]

where the function \( g_\alpha \) is given, for \((\tau, x, y) \in [0, T] \times \mathbb{R} \times (0, \infty)\), by

\[
g_\alpha(\tau, x, y) = \sqrt{\frac{(1+y\tau)^{a+1}}{1+y\tau(1+\alpha)}} \exp \left( \frac{\alpha(1+\alpha)x^2\tau}{2(1+y\tau(1+\alpha))} \right).
\]

**Proof of the lemma:** Note that the process

\[
\hat{W}(t) := PW^*(t)
\]

is a \((P^*, \mathcal{F}^S)\) Brownian motion (in fact, \(\hat{W}\) generates \(\mathcal{F}^S\)). We can express the process \(\tilde{Z}\) as

\[
\tilde{Z}(t) = \exp \left( -\int_0^t \dot{\theta}'(s) d\hat{W}(s) + \frac{1}{2} \int_0^t |\dot{\theta}(s)|^2 ds \right),
\]

where the process \(\dot{\theta}\) is defined by

\[
\dot{\theta}(t) := P\tilde{\theta}(t) = \tilde{D}(t) \left( \hat{W}(t) + \tilde{D}^{-1}(0)\dot{m} \right),
\]
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where $\hat{m} = Pm$. Recalling the expression for $\bar{D}(t)$, we see that

$$\hat{\theta}_i(t) = \delta_i(t)\hat{W}_i(t) + \frac{\delta_i(t)}{d_i}\hat{m}_i .$$

(43)

Thus, by independence, we have

$$Y_\alpha(t) = \prod_{i=0}^{n} E^* \left[ \left( \frac{\bar{Z}_i(T) - \bar{Z}_i(t)}{\bar{Z}_i(t)} \right)^\alpha \mathcal{F}^S_t \right] ,$$

(44)

where

$$\bar{Z}_i(t) = \exp \left( - \int_0^t \hat{\theta}_i(s)d\hat{W}_i(s) + \frac{1}{2} \int_0^t \hat{\theta}_i^2(s) ds \right) .$$

In order to compute the terms on the right hand side of (44), denote

$$F_i(s) := \frac{d_i}{2}\hat{W}_i^2(s) + \hat{m}_i\hat{W}_i(s) ,$$

for all $s \in [0,T]$. Then, by Itô’s rule,

$$\int_0^t \hat{\theta}_i(s)d\hat{W}_i(s) = \frac{1}{d_i}\delta_i(t)F_i(t) - \frac{1}{d_i}\delta_i(0)F_i(0) + \int_0^t \left( F_i(s) \frac{\delta^2_i(s)}{d_i} - \frac{1}{2}\delta_i(s) \right) ds .$$

(45)

We substitute this last identity in the expression for $\bar{Z}_i$. We get lucky because the $W_i$ terms cancel in the integrand of the $ds$ integral. More precisely, we get

$$\bar{Z}_i(t) = \exp \left( - \frac{1}{d_i}\delta_i(t)F_i(t) + \int_0^t \left( \frac{1}{2}\delta_i(s) + \frac{\delta^2_i(s)}{2d_i^2}\hat{m}_i^2 \right) ds \right) .$$

We are now in a position to compute $Y_{i,\alpha}(0) = E^* \left[ \bar{Z}_i^\alpha(T) \right]$. After some integration we obtain

$$Y_{i,\alpha}(0) = \sqrt{(1 + d_iT)^{\alpha+1}} \exp \left( \frac{\hat{m}_i^2\alpha}{2d_i} \right) E^* \left( \exp\left(-\frac{\alpha\delta_i(T)}{2}(\hat{W}_i(T) + \hat{m}_i/d_i)^2\right) \right) .$$
By integrating against the normal density, we obtain that
\[
E \left[ \exp(-\beta(W(T) + x)^2) \right] = \frac{1}{\sqrt{1 + 2\beta T}} \exp \left( -\frac{\beta x^2}{1 + 2\beta T} \right)
\]
for each \( \beta > -T/2 \) and for each \( x \). Using this we see that \( Y_{i,\alpha}(0) = g_{\alpha}(T, \hat{m}_i, d_i) \). By (40) we finish the proof of the lemma for the case \( t = 0 \). A similar proof works for a general value of \( t \), that is, we get \( Y_{i,\alpha}(t) = g(T-t, \hat{\theta}_i(t), \hat{\delta}_i(t)) \).

\[\diamond\]

Finally, we want to justify formula (15). On the one hand, we know that
\[
dX = rXdt + X\pi'\sigma dW^* .
\]

On the other hand, we can use the computations above to apply Itô’s rule in (39) and obtain another expression for \( dX \). More precisely, we obtain
\[
dX(t) = (\ldots)dt + X(t) \sum_{i=0}^{\infty} \left[ \frac{\alpha(1 + \alpha)\delta_i(t)(T-t)}{1 + (1 + \alpha)\delta_i(t)(T-t)} \hat{\theta}_i(t) - \alpha\hat{\theta}_i(t) \right] d\hat{W}_i(t) ,
\]
with \( \alpha = -1/a \) or
\[
dX(t) = (\ldots)dt + X(t)\hat{\theta}'(t)A^{-1}(t)d\hat{W}(t) .
\]
Comparing the \( dW \) terms in the two expressions for \( dX \) we easily check that \( \pi \) is indeed given by (15).

\[\diamond\]
A.2 Proof of Proposition 1

Note first that it is straightforward to compute the following inverse matrix:

\[
\sigma^{-1} = \begin{pmatrix}
\frac{1}{\sigma_0} & 0 & 0 & \ldots & 0 \\
-\frac{\sigma_1}{\sigma_0 \epsilon_1} & \frac{1}{\epsilon_1} & 0 & \ldots & 0 \\
\vdots & & & & \\
-\frac{\sigma_n}{\sigma_0 \epsilon_n} & 0 & \ldots & 0 & \frac{1}{\epsilon_n}
\end{pmatrix} \tag{46}
\]

Furthermore, \((\sigma')^{-1} = (\sigma^{-1})'\). Using these results and formula (15) with \(P = I\), we can find the optimal portfolio proportions at time \(t\) as follows, suppressing dependence on \(t\):

\[
\hat{\pi}_0 = \left(\frac{1}{\sigma_0^2 A_0} + \sum_{i=1}^{n} \frac{\sigma_i^2}{\sigma_0^2 A_i^2 \epsilon_i^2}\right) \left(\bar{\mu}_0 - r\right) - \sum_{i=1}^{n} \frac{\sigma_i}{\sigma_0 A_i \epsilon_i^2} \left(\bar{\mu}_i - r\right). \tag{47}
\]

\[
\hat{\pi}_i = -\frac{\sigma_i}{\sigma_0 A_i \epsilon_i^2} \left(\bar{\mu}_0 - r\right) + \frac{1}{A_i \epsilon_i^2} \left(\bar{\mu}_i - r\right). \tag{48}
\]

We see that these optimal holdings can be expressed as

\[
\hat{\pi}_0 = \frac{\bar{\mu}_0 - r}{\sigma_0^2 A_0} - \sum_{i=1}^{n} \beta_i \hat{\pi}_i \tag{49}
\]

\[
\hat{\pi}_i = \frac{\alpha_i}{\sigma_i^2 A_i}. \tag{50}
\]

A.3 Proof of Proposition 2

The optimal proportions of wealth held in the three assets are given by

\[
\hat{\pi} = \sigma'^{-1} P' \begin{pmatrix} A_0^{-1} & 0 & 0 \\ 0 & A_1^{-1} & 0 \\ 0 & 0 & A_2^{-1} \end{pmatrix} P\bar{\theta}. \tag{51}
\]
where $\sigma^{-1} = (\sigma^{-1})'$ is given by

$$
\sigma^{-1} = \begin{pmatrix}
\frac{1}{\sigma_0} & -\frac{\sigma_1}{\sigma_0 \sigma_{e_1}} & -\frac{\sigma_2}{\sigma_0 \sigma_{e_2}} \\
0 & \frac{1}{\sigma_{e_1}} & 0 \\
0 & 0 & \frac{1}{\sigma_{e_2}}
\end{pmatrix}
$$

and

$$
P = \begin{pmatrix}
1 & 0 & 0 \\
0 & p & \sqrt{1-p^2} \\
0 & \sqrt{1-p^2} & -p
\end{pmatrix}.
$$

A straightforward computation of $\sigma^{-1} P' A^{-1} P \sigma^{-1}$ gives

$$
\hat{\pi}_1 = \left(-\beta_1 \frac{p^2 A_1^{-1} + (1-p^2) A_2^{-1}}{\sigma_{e_1}^2} - \beta_2 \frac{p \sqrt{1-p^2} (A_1^{-1} - A_2^{-1})}{\sigma_{e_1} \sigma_{e_2}}\right) (\bar{\mu}_0 - r)
$$

$$
+ \left(\frac{p^2 A_1^{-1} + (1-p^2) A_2^{-1}}{\sigma_{e_1}^2}\right) (\bar{\mu}_1 - r) + \frac{p \sqrt{1-p^2} (A_1^{-1} - A_2^{-1})}{\sigma_{e_1} \sigma_{e_2}} (\bar{\mu}_2 - r)
$$

$$
\hat{\pi}_2 = \left(-\beta_1 \frac{p \sqrt{1-p^2} (A_1^{-1} - A_2^{-1})}{\sigma_{e_1} \sigma_{e_2}} - \beta_2 \frac{(1-p^2) A_1^{-1} + p^2 A_2^{-1}}{\sigma_{e_2}^2}\right) (\bar{\mu}_0 - r)
$$

$$
+ \frac{p \sqrt{1-p^2} (A_1^{-1} - A_2^{-1})}{\sigma_{e_1} \sigma_{e_2}} (\bar{\mu}_1 - r) + \frac{1-p^2}{\sigma_{e_2}} A_1^{-1} + \frac{p^2 A_2^{-1}}{\sigma_{e_2}} (\bar{\mu}_2 - r)
$$

or

$$
\hat{\pi}_1 = \frac{p^2 A_1^{-1} + (1-p^2) A_2^{-1}}{\sigma_{e_1}^2} [\bar{\mu}_1 - r - \beta_1 (\bar{\mu}_0 - r)] + \frac{p \sqrt{1-p^2}}{\sigma_{e_1} \sigma_{e_2}} (A_1^{-1} - A_2^{-1}) [\bar{\mu}_2 - r - \beta_1 (\bar{\mu}_0 - r)]
$$

$$
\hat{\pi}_2 = \frac{p \sqrt{1-p^2}}{\sigma_{e_1} \sigma_{e_2}} (A_1^{-1} - A_2^{-1}) [\bar{\mu}_1 - r - \beta_1 (\bar{\mu}_0 - r)] + \frac{(1-p^2) A_1^{-1} + p^2 A_2^{-1}}{\sigma_{e_2}^2} [\bar{\mu}_2 - r - \beta_1 (\bar{\mu}_0 - r)]
$$

from which we obtain the announced result.
A.4 Proof of Corollary 2

Let us assume, with no loss of generality, that $v_1 \geq v_2$ and $t = 0$, and let us denote by $A^0_i$ the value of $A_i$ for the case of zero correlation, that is

$$A^0_i = a - (1 - a)Tv_i.$$  

Since the function $f(x) = 1/(a - (1 - a)Tx)$ is convex, and since

$$v_1 = p^2d_1 + (1 - p^2)d_2, \quad v_2 = p^2d_2 + (1 - p^2)d_1,$$

we see that

$$p^2A_1^{-1} + (1 - p^2)A_2^{-1} \geq (A^0_1)^{-1},$$

$$(1 - p^2)A_1^{-1} + p^2A_2^{-1} \geq (A^0_2)^{-1}.$$  

Moreover, we also know that $A_1^{-1} \leq A_2^{-1}$, and that $p \leq 0$ if the correlation is negative. This implies, in case both $\pi_i$'s are positive and correlation is negative, that both $\hat{\pi}_1$ and $\hat{\pi}_2$ will be larger than in the case of zero correlation. The second statement of the corollary is obvious.

A.5 “Naive” strategy

Suppose that we have $n_L$ securities with positive recommendations and $n_S$ with negative recommendations. We are going to consider a constant proportion strategy which requires dynamic rebalancing. We are going to take a long position for a total wealth proportion $x_L = \pi_L n_L$ in the $n_L$ securities, with equal weights across them (the wealth proportion invested in each security is $\pi_L$), and a short position for a total wealth proportion $x_S = \pi_S n_S$ in the $n_S$ securities, with equal weights across them (the wealth proportion invested in each security is $\pi_S$). Weights in the long and short positions might be equal or not. Additionally, we might take a position $x_M$ in the market portfolio, and a position $x_f = 1 - x_M - x_L + x_S$ in the risk free security, so that $1 = x_f + x_M + x_L - x_S$.  
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First, let us compute the derived utility from any constant wealth proportion strategy defined by the weights $\varsigma = (\varsigma_0, \varsigma_1, ..., \varsigma_n)$. From Itô’s Lemma and the relation

$$
\theta = \begin{pmatrix} \frac{\mu_0 - r}{\sigma_0} \\ \frac{\alpha_1}{\sigma_{\epsilon_1}} \\ \vdots \\ \frac{\alpha_n}{\sigma_{\epsilon_n}} \end{pmatrix},
$$

the terminal wealth derived from the constant proportion strategy $\varsigma$ is found to be

$$
X_T = X \exp \left[ \left( r + \sum_{i=0}^{n} \varsigma_i \frac{\sigma_i}{\sigma_0} (\mu_0 - r) + \sum_{i=1}^{n} \varsigma_i \alpha_i - \frac{1}{2} \left( \sum_{i=0}^{n} \varsigma_i \sigma_i \right)^2 - \frac{1}{2} \sum_{i=1}^{n} \varsigma_i^2 \sigma_{\epsilon_i}^2 \right) T \right]
+ \left( \sum_{i=0}^{n} \varsigma_i \sigma_i W_0(T) + \sum_{i=1}^{n} \varsigma_i \sigma_{\epsilon_i} W_i(T) \right),
$$

where $X$ is the initial wealth. Using the Laplace transform of Gaussian variables and the mutual independence of the Gaussian variables $\mu_0, (\alpha_i)_{i=1,...,n}$ and $(W_i(T))_{i=0,1,...,n}$, we get the derived utility

$$
E[U(X_T)] = \frac{X^{1-a}}{1-a} e^{-(a-1)rT} \times \exp \left[ \left( \sum_{i=0}^{n} \varsigma_i \frac{\sigma_i}{\sigma_0} (\mu_0 - r) + \sum_{i=1}^{n} \varsigma_i \alpha_i - \frac{1}{2} \left( \sum_{i=0}^{n} \varsigma_i \sigma_i \right)^2 - \frac{1}{2} \sum_{i=1}^{n} \varsigma_i^2 \sigma_{\epsilon_i}^2 \right) (1-a)T \right]
\times \exp \left[ \frac{1}{2} \left( \sum_{i=0}^{n} \varsigma_i \sigma_i \right)^2 \kappa_0 + \sum_{i=1}^{n} \varsigma_i^2 \kappa_i \right] (1-a)^2 T^2 \right] \times \exp \left[ \frac{1}{2} \left( \sum_{i=0}^{n} \varsigma_i \sigma_i \right)^2 + \sum_{i=1}^{n} \varsigma_i^2 \sigma_{\epsilon_i}^2 \right] (1-a)^2 T, \tag{52}
$$

where $\kappa_0$ (resp. $\kappa_i$) is the prior variance of $\mu_0$ (resp. of $\alpha_i$).

The naive utility is obtained as a specialization of (52). Denoting $I_+$ (resp. $I_-$) is the set of securities with positive (resp. negative) recommendations, the naive utility is obtained by
setting
\[ \varsigma_0 = \pi_M, \quad \varsigma_i = \begin{cases} 
\pi_L & \text{if } i \in I_+,
-\pi_S & \text{if } i \in I_-
\end{cases} \]  \hspace{1cm} (53)
in (52).

In the Ex ante exercise (tables 3 and 4), we gave the percentage increase of utility that results from switching from the naive utility (52) – (53) to the optimal utility given by
\[ E[U(\hat{X}_T)] = \frac{X^{1-a}}{1-a}e^{-(a-1)rT}\left[\left(\frac{Y-1}{a}\right)a\right], \]  \hspace{1cm} (54)
where we recall that \( Y_{- \frac{1}{a}}(0) \) is defined in (41).

A.6 Proof or Proposition 3

From Theorem 1 and substituting (30), we get the optimal strategy
\[ \hat{\pi} = (\sigma')^{-1}P'A^{-1}P \left( \begin{array}{cc} \sigma_0^{-1} & 0 \\ 0 & \sigma^{-1} \end{array} \right) \left( \begin{array}{c} \mu_0 - \tau \\ \alpha \end{array} \right). \]
Inverting the matrix part of the above expression and substituting the expression for \( A \) gives
\[ \hat{\pi} = a \left( \begin{array}{cc} \sigma_0 & 0 \\ 0 & \sigma_e \end{array} \right) \left( \begin{array}{cc} \sigma_0 & \sigma_0\beta' \\ 0 & \sigma_e\sigma' \end{array} \right) - (1-a)T \left( \begin{array}{cc} \sigma_0 & 0 \\ 0 & \sigma_e \end{array} \right) \Delta \sigma', \]
where \( \beta = (\beta_1, \ldots, \beta_n)' \) is the column vector of betas. Now, we can use the relationship
between $\Delta$ and $D_\eta$ given in Footnote (A.7) and obtain, after some computations,

$$
\hat{\pi} = \begin{pmatrix}
(a\sigma_\theta - (1 - a)T\eta_0) & (a\sigma_\theta - (1 - a)T\eta_0)\beta' \\
0 & a\sigma_\theta\sigma_\epsilon' - (1 - a)TD_\eta
\end{pmatrix}^{-1}
\begin{pmatrix}
\mu_0 - r \\
\alpha
\end{pmatrix},
$$

and a direct inversion of this matrix gives weights (31) and (32).

### A.7 Intertemporal consumption

In the framework of Section 4.3, under the observation filtration, the wealth dynamics are now given by

$$
dX = rXdt - c_t dt + \pi'X[\sigma\tilde{\theta}dt + \sigma d\tilde{W}] .
$$

Following similar arguments to those above, we obtain the optimal consumption

$$
\hat{c}_t = c_0 \exp^{\frac{r}{\sigma}t} \tilde{Z}^{-\frac{1}{\pi}}(t),
$$

for an appropriate constant $c_0$. Using Lemma 1, this expression in turn gives the optimal wealth process

$$
\hat{X}_t = c_0 \exp^{\frac{r}{\sigma}t} \tilde{Z}^{-\frac{1}{\pi}}(t) \cdot G(t, P\tilde{\theta}(t)),
$$

where function $G$ is defined for all $(t, X) \in [0, T] \times \mathbb{R}$ by

$$
G(t, X) = \int_t^T \exp^{\left(\frac{r}{\sigma}t - r\right)\cdot(u-t)} \prod_{i=0}^{n} g_{-1/a}(u - t, X, \delta_i(t)) \ du.
$$

Now, applying Itô’s lemma to (56) one can obtain an expression for $dX$ which gives, after identifying its diffusion term with the wealth dynamics (55) diffusion term, the optimal strategy with intermediate consumption

$$
\pi^c(t) = \int_t^T \phi(t, u, \tilde{\theta}(t), D) \pi(t, u) \ du,
$$
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where

\[ \pi(t, u) = (\sigma')^{-1} P A^{-1}(t, u) P \tilde{\theta}(t), \]

\[ \phi(t, u, \tilde{\theta}(t), D) = \frac{\exp\left(\frac{r-a-r}{a} (u-t) \prod_{i=0}^{n} g_{-1/a}(u-t, (P \tilde{\theta}(t))_i, \delta_i(t)) \right)}{\int_{t}^{T} \exp\left(\frac{r-a-r}{a} (u-t) \prod_{i=0}^{n} g_{-1/a}(u-t, (P \tilde{\theta}(t))_i, \delta_i(t)) \right) du}, \]

and where \( A^{-1}(t, u) \) is a diagonal matrix whose i-th element on the diagonal is given by \( \frac{1}{a-(1-a)\delta_i(t)u} \).
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Footnotes

1Our prior on the expected return is Gaussian, while Brennan and Xia (2001) allow in some cases a mixture of Gaussian distributions to model the lack of confidence in any particular asset pricing model. Our model corresponds to what they call the “pure prior distribution” in their paper.

2This represents an improvement over the Treynor and Black (1973) formula that is so widely used in the active asset management industry. Black and Litterman (1991, 1992) extend that model and introduce a methodology that allows investors to account for uncertainty in their priors on expected returns (expressed in terms of deviation from neutral equilibrium CAPM-based estimates), still in a static setting. Our result can be interpreted as a dynamic version of that approach, with Bayesian updating.

3This result holds when the investors are more risk-averse than the log investor.

4We point out that matrix decomposition involves a simple immediate numerical procedure, similar to matrix inversion, and it is standard in computational software. Because of that, the formula is as explicit as that in Merton (1971), which in the multidimensional case involves the inversion of a matrix. As a result of this, the higher the dimension of the problem, the more advantageous the formula presented in this paper versus the alternative numerical methods mentioned in the literature review.

5The optimization problem we face is also studied in Stojanovic (2002). He considers only portfolio strategies with specific functional forms for the portfolio weights, and uses a different calculus of variations approach. He obtains the same formula for the optimal portfolio, since the true optimal portfolio turns out to have the functional form he initially assumed. He also gives the optimal portfolio value at time zero only, as he does not consider learning through
conditional means and variances.

6This feature of stock prices differs from Barberis (2000), where the predictability of returns induces mean reversion which in turn lowers the variance of cumulative returns over long horizons.

7Note, however, that there are other aspects of the return distribution (higher moments) which are taken into account by a power utility maximizer. In particular, a power utility investor with a coefficient $0 < a < 1$ views the perceived market dynamic as more attractive and will adopt a positive hedging demand for the market.

8Another possibility is to have non-diagonal terms in $P$ with opposite signs.

9We want to have stocks covered by a large number of analysts so that we can obtain a good estimate of the standard deviation of the alpha prior, by using the dispersion across analysts. Using a threshold equal to 5 (respectively, 4, 3, 2, 1) leads to keeping 39% (respectively, 48%, 60%, 76%, 100%) of the stocks in the database. 5 is not a very large number, but we get to use a good number of securities.

10Several interpretations have been offered for this. On the one hand, McNichols and O’Brien (1997) find that consensus recommendations are biased because optimistic analysts are more likely to provide recommendations than pessimistic analysts. On the other hand, Dugar and Nathan (1995) and Lin and McNichols (1998) argue that analysts appear to favorably bias their recommendations for firms that have underwriting relationships with their brokerage firms, an interpretation that has been confirmed by recent concern over conflicts of interest in different lines of business within investment banks.

11Since the objective of the “ex post” exercise is to evaluate the usefulness of analysts’
recommendations, we have performed several extensions where we have used different variances across securities and positive correlations, but the certainty equivalent only increases marginally, so we do not report these results.

12 We point out that this “naive” strategy involves continuous rebalancing across securities, so as to keep proportions constant. A more natural type of “naive strategy” would be a “buy and hold” strategy. However, a “buy and hold” strategy would imply states in which wealth is negative, for which the CRRA utility is not well defined, and it is not feasible to compute the certainty equivalent.

13 This is also the allocation to the market portfolio in the optimal strategy resulting in the case of perfect information about the market portfolio parameters and no mispricing.

14 When we say “Merton (1971), allocation to the market and the risk-free asset”, we actually mean the extension of Merton’s approach to a setting with incomplete information on the market’s expected return.

15 Bayesian updating is also consistent with the fact that analysts tend to upgrade past winners and downgrade past losers, as reported in Boni and Womack (2004).

16 We also did some exercises using bootstrapping: the results are not very different, and constructing portfolios appears to make analysts’ recommendations look better.

17 For a review on the literature on this topic see, for example, Bajari and Krainer (2004). They in fact find that for high-tech firms there is no bias on the recommendations of the firms in which the analyst has an investment bank interest.

18 Womack (1996) finds that analysts’ recommendations have greater value for smaller cap
stocks.

Note that the \( \eta \)'s are related to the variance of the risk premium by

\[
\begin{pmatrix}
\eta_0 & 0 \\
0 & D_\eta
\end{pmatrix}
= \begin{pmatrix}
\sigma_0 & 0 \\
0 & \sigma_\varepsilon
\end{pmatrix}
\Delta
\begin{pmatrix}
\sigma_0 & 0 \\
0 & \sigma_\varepsilon
\end{pmatrix}.
\]
Table 1
Fama-French portfolio statistics\textsuperscript{a}

<table>
<thead>
<tr>
<th></th>
<th>Mean excess return</th>
<th>Standard deviation</th>
<th>Standard deviation of the mean</th>
<th>Correlation Market</th>
<th>Correlation SMB</th>
<th>Correlation HML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market</td>
<td>5.21%</td>
<td>15.7%</td>
<td>2.94%</td>
<td>1</td>
<td>0.32</td>
<td>-0.38</td>
</tr>
<tr>
<td>SMB</td>
<td>3.25%</td>
<td>10%</td>
<td>1.89%</td>
<td>0.32</td>
<td>1</td>
<td>-0.08</td>
</tr>
<tr>
<td>HML</td>
<td>4.78%</td>
<td>8.8%</td>
<td>1.65%</td>
<td>-0.38</td>
<td>-0.08</td>
<td>1</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Fama and French portfolio statistics for the period July 1963-December 1991, as reported in Brennan and Xia (2001). In table 2 we compute the optimal allocation with parameter uncertainty across these portfolios. We use the mean excess return for the prior on the alpha of the corresponding portfolio. We use the standard deviation of the mean for the standard deviation of the prior on the corresponding alpha. Finally, we use the correlation among portfolios for the correlation among priors.
Table 2
Optimal weight in the market, SMB and HML portfolios\textsuperscript{b}

<table>
<thead>
<tr>
<th></th>
<th>Market</th>
<th>SMB</th>
<th>HML</th>
</tr>
</thead>
<tbody>
<tr>
<td>A: Myopic demand</td>
<td>1.7793</td>
<td>1.0399</td>
<td>4.3871</td>
</tr>
<tr>
<td></td>
<td>1.1862</td>
<td>0.6933</td>
<td>2.9247</td>
</tr>
<tr>
<td></td>
<td>0.8896</td>
<td>0.5200</td>
<td>2.1935</td>
</tr>
<tr>
<td></td>
<td>0.7117</td>
<td>0.4160</td>
<td>1.7548</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Market</th>
<th>SMB</th>
<th>HML</th>
</tr>
</thead>
<tbody>
<tr>
<td>B: Hedging demand with prior correlation</td>
<td>-0.4622</td>
<td>-0.2701</td>
<td>-1.1395</td>
</tr>
<tr>
<td></td>
<td>-0.3781</td>
<td>-0.2210</td>
<td>-0.9322</td>
</tr>
<tr>
<td></td>
<td>-0.3068</td>
<td>-0.1793</td>
<td>-0.7564</td>
</tr>
<tr>
<td></td>
<td>-0.2559</td>
<td>-0.1496</td>
<td>-0.6310</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Market</th>
<th>SMB</th>
<th>HML</th>
</tr>
</thead>
<tbody>
<tr>
<td>C: Optimal demand with prior correlation</td>
<td>1.3171</td>
<td>0.7698</td>
<td>3.2476</td>
</tr>
<tr>
<td></td>
<td>0.8081</td>
<td>0.4723</td>
<td>1.9925</td>
</tr>
<tr>
<td></td>
<td>0.5829</td>
<td>0.3407</td>
<td>1.4371</td>
</tr>
<tr>
<td></td>
<td>0.4558</td>
<td>0.2664</td>
<td>1.1239</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Market</th>
<th>SMB</th>
<th>HML</th>
</tr>
</thead>
<tbody>
<tr>
<td>D: Hedging demand without prior correlation</td>
<td>-0.6827</td>
<td>-0.0938</td>
<td>-1.4884</td>
</tr>
<tr>
<td></td>
<td>-0.5371</td>
<td>-0.0940</td>
<td>-1.1861</td>
</tr>
<tr>
<td></td>
<td>-0.4286</td>
<td>-0.0821</td>
<td>-0.9517</td>
</tr>
<tr>
<td></td>
<td>-0.3542</td>
<td>-0.0712</td>
<td>-0.7889</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Market</th>
<th>SMB</th>
<th>HML</th>
</tr>
</thead>
<tbody>
<tr>
<td>E: Optimal demand without prior correlation</td>
<td>1.0966</td>
<td>0.9461</td>
<td>2.8987</td>
</tr>
<tr>
<td></td>
<td>0.6491</td>
<td>0.5993</td>
<td>1.7386</td>
</tr>
<tr>
<td></td>
<td>0.4610</td>
<td>0.4379</td>
<td>1.2419</td>
</tr>
<tr>
<td></td>
<td>0.3575</td>
<td>0.3448</td>
<td>0.9659</td>
</tr>
</tbody>
</table>

\textsuperscript{b}Optimal weight in the market, SMB and HML portfolios for a 20-year horizon investor with CRRA utility with risk aversion parameter $\alpha$. In determining the optimal allocation, we use the statistics reported in table 1. For the optimal portfolios with prior correlation, the correlation coefficients are in the last three columns of table 1. The numbers represent the proportion of the total portfolio invested in the corresponding portfolio. The balance to 1 of the total demand corresponds to investment in the risk-free security. We assume a constant interest rate equal to zero. Myopic demand is the optimal portfolio for an investor who acts as if the expected returns are known and equal to their mean. Myopic demand plus hedging demand equals the optimal demand. We consider two cases: correlated and uncorrelated priors.
Table 3
Certainty equivalent in the “ex ante” exercise

A: positive < 3, negative ≥ 3

<table>
<thead>
<tr>
<th>a</th>
<th>1</th>
<th>3</th>
<th>5</th>
<th>1</th>
<th>3</th>
<th>5</th>
<th>1</th>
<th>3</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>23.93%</td>
<td>94.81%</td>
<td>215.73%</td>
<td>8.63%</td>
<td>28.64%</td>
<td>53.06%</td>
<td>3.97%</td>
<td>12.55%</td>
<td>22.07%</td>
</tr>
<tr>
<td>5</td>
<td>11.26%</td>
<td>37.96%</td>
<td>71.49%</td>
<td>5.80%</td>
<td>18.47%</td>
<td>32.72%</td>
<td>4.06%</td>
<td>12.74%</td>
<td>22.24%</td>
</tr>
<tr>
<td>8</td>
<td>9.85%</td>
<td>32.58%</td>
<td>60.02%</td>
<td>6.57%</td>
<td>21.10%</td>
<td>37.72%</td>
<td>5.52%</td>
<td>17.62%</td>
<td>31.29%</td>
</tr>
</tbody>
</table>

B: positive < 2.5, negative ≥ 3.5

<table>
<thead>
<tr>
<th>a</th>
<th>1</th>
<th>3</th>
<th>5</th>
<th>1</th>
<th>3</th>
<th>5</th>
<th>1</th>
<th>3</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>24.59%</td>
<td>97.90%</td>
<td>223.79%</td>
<td>9.22%</td>
<td>30.70%</td>
<td>57.07%</td>
<td>4.53%</td>
<td>14.35%</td>
<td>25.28%</td>
</tr>
<tr>
<td>5</td>
<td>12.79%</td>
<td>43.85%</td>
<td>84.05%</td>
<td>7.26%</td>
<td>23.53%</td>
<td>42.45%</td>
<td>5.49%</td>
<td>17.55%</td>
<td>31.19%</td>
</tr>
<tr>
<td>8</td>
<td>12.31%</td>
<td>41.94%</td>
<td>79.87%</td>
<td>8.95%</td>
<td>29.64%</td>
<td>54.78%</td>
<td>7.88%</td>
<td>25.92%</td>
<td>47.55%</td>
</tr>
</tbody>
</table>

We plot, for different degrees of risk aversion and different investment horizons, the utility gain of an investor with CRRA utility with risk aversion parameter “\( a \)” due to the use of the optimal investment strategy versus a naive strategy consisting of taking a long position in average “buy” recommendations and a short position in average “sell” recommendations, and fixed holdings in the market and risk-free securities. The parameter \( \omega \) determines the mapping of analysts’ recommendations into alphas, as described in section 3.2. For both panels A and B, the holdings in the market portfolio are those which would correspond to the Merton (1971) optimal allocation; additionally, the investor takes a long position of 80% (equally weighted across securities) in individual stocks with a positive recommendation and a short position of 20% (equally weighted) in securities with a negative recommendation; the balance is invested in the risk-free security. In panel A, we consider positive a consensus recommendation lower than 3 and negative a consensus recommendation equal or higher than 3 (for individual recommendations, 1 is strong buy and 5 strong sell). In panel B, we consider positive a consensus recommendation lower than 2.5 and negative a consensus recommendation higher than 3.5.
Table 4
Certainty equivalent in the “ex ante” exercise\textsuperscript{d}

<table>
<thead>
<tr>
<th></th>
<th>Horizon</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>a</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>8.04%</td>
<td>26.60%</td>
<td>49.15%</td>
</tr>
<tr>
<td>5</td>
<td>4.21%</td>
<td>13.22%</td>
<td>23.09%</td>
</tr>
<tr>
<td>8</td>
<td>3.95%</td>
<td>12.34%</td>
<td>21.44%</td>
</tr>
<tr>
<td>B:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>a</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>7.84%</td>
<td>25.94%</td>
<td>47.89%</td>
</tr>
<tr>
<td>5</td>
<td>3.60%</td>
<td>11.27%</td>
<td>19.60%</td>
</tr>
<tr>
<td>8</td>
<td>2.93%</td>
<td>9.06%</td>
<td>15.59%</td>
</tr>
<tr>
<td>C:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>a</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>10.03%</td>
<td>33.58%</td>
<td>62.74%</td>
</tr>
<tr>
<td>5</td>
<td>9.51%</td>
<td>31.47%</td>
<td>58.02%</td>
</tr>
<tr>
<td>8</td>
<td>12.74%</td>
<td>90.30%</td>
<td>84.46%</td>
</tr>
</tbody>
</table>

\textsuperscript{d}We plot, for different degrees of risk aversion and different investment horizons, the utility gain of an investor with CRRA utility with risk aversion parameter “\(a\)” due to the use of the optimal investment strategy versus a naïve strategy consisting of taking a long position in average “buy” recommendations and a short position in average “sell” recommendations. A “buy” recommendation is a consensus recommendation lower than 3 and a “sell” recommendation is a consensus recommendation equal or higher than 3 (for individual recommendations, 1 is strong buy and 5 strong sell). Both long and short positions in individual securities are equally weighted across the class (buy or sell) of securities. Additionally, the holdings in the market portfolio are those which would correspond to the Merton (1971) optimal allocation. The balance is invested in the riskfree security. We take a value of 25 for the parameter \(\omega\), which determines the mapping of analysts’ recommendations into alphas, as described in section 3. We consider different allocations. \(x_L\) represents the proportion of the total portfolio invested in a long position in securities with a buy recommendation and \(x_S\) the proportion of the total portfolio invested in a short position in securities with a sell recommendation.
Table 5
Certainty equivalent in the “ex post” exercise

<table>
<thead>
<tr>
<th>ω</th>
<th>Centered alphas</th>
<th>Change in alphas</th>
<th>Raw alphas</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0.334%</td>
<td>0.237%</td>
<td>0.288%</td>
</tr>
<tr>
<td>25</td>
<td>0.233%</td>
<td>0.144%</td>
<td>0.376%</td>
</tr>
<tr>
<td>35</td>
<td>0.175%</td>
<td>0.104%</td>
<td>0.311%</td>
</tr>
<tr>
<td>45</td>
<td>0.140%</td>
<td>0.081%</td>
<td>0.258%</td>
</tr>
<tr>
<td>55</td>
<td>0.116%</td>
<td>0.066%</td>
<td>0.219%</td>
</tr>
<tr>
<td>65</td>
<td>0.099%</td>
<td>0.056%</td>
<td>0.190%</td>
</tr>
<tr>
<td>75</td>
<td>0.087%</td>
<td>0.049%</td>
<td>0.167%</td>
</tr>
</tbody>
</table>

Certainty equivalent utility gains resulting from using the optimal strategy derived in this paper with the alphas derived from analysts’ recommendations, versus following a passive strategy (Merton (1971) allocation to market and risk-free asset, with learning about the market portfolio expected return). In the table, ω is the parameter that characterizes the mapping of the average analyst recommendation into alpha, as described in section 3. “Centered alphas” means that in order to transform analysts’ recommendations into alphas we normalize around the average alpha, as explained in section 3. “Change in alphas” means that instead of the actual alphas resulting from the mapping of analysts’ recommendations into numbers, we use the actual change in alphas. “Raw alphas” is the case in which we do not make any adjustment.
Table 6
Certainty equivalent in the “ex post” exercise\(^f\)

A: Centered alphas

<table>
<thead>
<tr>
<th>(\omega)</th>
<th>high coverage</th>
<th>low coverage</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0.369%</td>
<td>0.148%</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>25</td>
<td>0.224%</td>
<td>0.155%</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>35</td>
<td>0.161%</td>
<td>0.127%</td>
<td>0.0150</td>
</tr>
<tr>
<td>45</td>
<td>0.125%</td>
<td>0.105%</td>
<td>0.0696</td>
</tr>
<tr>
<td>55</td>
<td>0.103%</td>
<td>0.089%</td>
<td>0.1465</td>
</tr>
<tr>
<td>65</td>
<td>0.087%</td>
<td>0.077%</td>
<td>0.2200</td>
</tr>
<tr>
<td>75</td>
<td>0.075%</td>
<td>0.067%</td>
<td>0.2797</td>
</tr>
</tbody>
</table>

B: Change in alphas

<table>
<thead>
<tr>
<th>(\omega)</th>
<th>high coverage</th>
<th>low coverage</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0.117%</td>
<td>0.370%</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>25</td>
<td>0.071%</td>
<td>0.224%</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>35</td>
<td>0.051%</td>
<td>0.160%</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>45</td>
<td>0.039%</td>
<td>0.124%</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>55</td>
<td>0.032%</td>
<td>0.101%</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>65</td>
<td>0.027%</td>
<td>0.084%</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>75</td>
<td>0.024%</td>
<td>0.073%</td>
<td>&lt; 0.01</td>
</tr>
</tbody>
</table>

C: Raw alphas

<table>
<thead>
<tr>
<th>(\omega)</th>
<th>high coverage</th>
<th>low coverage</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>1.775%</td>
<td>-1.283%</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>25</td>
<td>1.072%</td>
<td>-0.383%</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>35</td>
<td>0.767%</td>
<td>-0.188%</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>45</td>
<td>0.598%</td>
<td>-0.115%</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>55</td>
<td>0.489%</td>
<td>-0.079%</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>65</td>
<td>0.414%</td>
<td>-0.059%</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>75</td>
<td>0.359%</td>
<td>-0.046%</td>
<td>&lt; 0.01</td>
</tr>
</tbody>
</table>

\(^f\)Certainty equivalent utility gains resulting from using the optimal strategy derived in this paper with the alphas derived from analysts’ recommendations, versus following a passive strategy (Merton (1971) allocation to market and risk-free asset, with learning about the market portfolio expected return). In the table, \(\omega\) is the parameter that characterizes the mapping of the average analyst recommendation into alpha, as described in section 3. The alphas correspond to the “raw alphas” of table 5, described in section 3. “High coverage” means that at every point in time we take into consideration the average recommendation on the top half of securities of each portfolio we use in the exercise (as described in section 3) in terms of number of analysts covering them. “Low coverage” is similar, but for the bottom half of each portfolio. In the last column we provide the p-value.